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EXAM

e Jan 22nd, 2016, 2pm
e 60 minutes

o mu|’rip|e choice + a few open ques’rions.

* pre-exam Q&A Jan 18th, 3-5pm on Hangout



INFORMATION RETRTEVAL HISTORY

IR is the process of searching through o document
collection based on o p0r+icu|0r information

need.



R KEY CONCEPTS

° Searching
— |no|e><ing, Renking

e Document Collection
— Textual, Visual, Auditive

e Particular Needs
—_ Query, USQF bCISQCI




AMTSTORY OF LTBRARTES

| ibraries are perfec’r exomp|es for document
collections.

¢ Wdll painfings in caves
—eg. Altamira, ~ 18,500 years old

. Wri’ring in c|oy, stone, bones

—eg. MesopoJromion cuneiforms, ~ 4.000 BC
—eg. Chinese tortoise-shell carvings, ~ 6.000 BC

—e.q. Hierog|yphic inscripﬁons,
Narmer Palette ~ 3.200 BC



http://en.wikipedia.org/wiki/Image:Altamira_Bison.JPG
http://en.wikipedia.org/wiki/Image:Altamira_Bison.JPG
http://en.wikipedia.org/wiki/Image:NarmerPalette_ROM-gamma.jpg
http://en.wikipedia.org/wiki/Image:NarmerPalette_ROM-gamma.jpg

AHISTORY OF LTBRARTES (CTD.)

* Papyrus
— Spechcic p|onJr (sub+ropico|)

— Orgonized in ro||s, e.g. in Alexandria

e Parchment

— Independence from papyrus
— Sewed together in books

¢ PCIper
— Invented in China (bones and bamboo too heovy, silk too expensive)

— |nvention spreod -> in 1120 first paper mill in Europe



AHISTORY OF LIBRARTES (CTD.)

* Gutenberg's printing press (1454)

— |nexpensi\/e rep roduction

—eg “Gujrenberg Bible”

* Organization & Storage
— Dewey Decimal System (DDC, 1872)
— Card Catalog (early 1900s)
— Microfilm (1930s)
— MARC (Machine Readable Cataloging, 1960s)
— Digital computers (1940s+)




LTBRARY & ARCHTVES TODAY

* Partially converted to electronic catalogues
— From a certain time point on (1992 - )
— Often based on proprietary systems

— Digitization happens slow

— No full text search available

— Problems with oreservation

. SJroroge devices & formats



HISTORY OF SEARCHING

Browsing
— Like “Finding information yoursehc"
Co’r0|ogs

— Orgonized in faxonomies, keywords, etc.

Content Based Sea rching

— SELECT * FROM books WHERE title=‘'%Search%’

|nformation Retrieval

— Ranking, models, weighting
— Link ono|ysis, LSA,



HISTORY OF IK

e Starts with o|eve|opmen+ of computers

* Term 'Information Retrieval” coined by Mooers in 1950
— Mooers, C. (March 1950). "The theory of digital hqnoHi.ng of

non-numerical information and its imp|ico’rions to machine
. ] . . . .
economics . Proceeo’mgs of the meehn%of the Association

for Compuﬁng Mochinery aft Rufgers niversity.

* [wo main periods (Spork Jones u. Willett)

— 1955 - 1975: Academic research
e Models and Basics
* Main Topics: Search & |ndexing

— 1975 - .- Commercidl Qpp|ic0+ions
* Improvement of basic methods



A CHALLENGE: THE WORLD WIDE WS

e First actual imp|emen+o+ion of Hyper’rex’r

— |nterconnected documents

— Linked and referenced
* World Wide Web (1989, T. Berners-Lee)

— Unidirectional links (JrargeJr is not aware)
— Links are not typed

— Simp|e document format & communication

orotocol (HTML & HTTP)
— Distributed and not controlled



SOME IR HISTORY MILESTONES

e Book "Automatic Information Organizoﬁon and Retrieval’,

Gerard Salton (1968)
— Vector Space Model
* Paper A statistical interpretation of term spech(icier and its
application in retrieval’, Karen Sparck Jones (1972)
— IDF Weigh’ring
— h’r’rp://www.soi.cﬁy.oc.uk/”ser/iohc.thm|
* Book ‘Information Retrieval” of C.J. Rijsbergen (1975)

— Probabilistic Model
— h’r’rp://www.dcs.gb.oc.uk/Kei’rh/Prchce.h’rm|



SOME IR HISTORY MILESTONES

. Poper “|no|exing by Latent Semantic Ano|ysis", S. Deerwester,

Susan Dumais, G. W. Furnas, T. K. Landauer, R. Harshman
(1990).

— Latent Semantic |no|exing

. Poper "Some simp|e effective approximations to the 2-Poisson
model for probobihsﬁc Weithred retrieval” Robertsen & Walker
(1994)

— BM25 weighﬁng scheme

* Paper The Anatomy of a Large-Scale Hypertextual Web
Search Engine’, Sergey Brin & Larry Page (1998)

— World Wide Web Retrievdl



AGENDA

e |nformation Retrieval His’rory
* |Information Retrieval & Data Retrieval
° Sedrching & Browsing

e |nformation Retrieval Models

e \Web Retrieval



INFORMATION RETRTEVAL & DATA RETRIEVAL

|nformation Retrieval Data Retrieval
e |nformation Level e Data Level
e Secarch Engine e Data Base

* Bing / Google * Oracle / MySQL



INFORMATION RETRTEVAL & DATA RETRIEVAL

Information Retrieval Data Retrieval
Content Based Search Search for Patterns and String
Query ombigous Query formal & unqmbigous
Results ranked by relevance Results not ranked
Error tolerant Not error tolerant
Multiple iterations Clearly defined result set
Examples Examples
Search for synonyms Search for patterns
Bag of Words SQL Statement

e Retrieval is neor|y O|WGyS a combination of both.



AGENDA

e |nformation Retrieval His’rory
e |nformation Retrieval & Data Retrieval
. Seqrching & Browsing

e |nformation Retrieval Models

e \Web Retrieval



INFORMATION RETRIEVAL BASTCS: SEARCHING

A user has an information need, which needs to

be satisfied.

e Two different opproaches:
— Browsing

— Seorching



SEARCHING & BROWSING

Sea rching

. Exp|ici+ information need

e Definition Jrhrough “query”

Searching

e Result lists '
¢ e.g. GOOQ'Q User
BI‘OWSing Browsing

e Not necessari|y exp|ici+ need

¢ Navigoﬁon Jrhrough repositories



BROWSING

e [Flat Browsing
— User navigates Jr|'1rough set of documents
— No imp|ieo| ordering, exp|iciJr ordering possib|e

— Exomp|es: One sing|e diredory, one sing|e file

* Structure Guided Browsing
— An exp|ici+ structure is available for navigation
— MosHy hierarchical (file directories)
— Can be generic digroph (WWW)
— Examples: File systems, World Wide Web



SEARCHING

* Query defines “Information Need’

e Ad Hoc Seorching

— SQOH’CI’] Whel’] you neeo| it

— Query is created to fit the need

e |nformation FiHering
— Make sets of documents smaller

— Query is filter criterion

e |nformation Push

— Same as FiHering, o|e|ivery is different



AGENDA

e |nformation Retrieval His’rory
e |nformation Retrieval & Data Retrieval
° Sedrching & Browsing

* Information Retrieval Models

e \Web Retrieval



INFORMATION RETRTEVAL SYSTEM ARCHTTECTURE

Aspec’rs
* Query & |Qn9ugge5 User Interface ™ Doc

l Information Need

* |R models

e Documents Text Operation

Relevance | | ogical View
* Infernal representation Feedback v
. Query Operation Logical View
e Pre- and poer—processmg Query Surrogate”
e Relevance feedback i y
Search ' | Representation
« HCl 5
Ranking Indices
Result i | Text Operation | |
Representation . post-processing | !

L



INFORMATION RETRTEVAL MODELS

¢ BOO|€OH MOC]Q|
— Set Jrheory & Boolean o|ge|oro

e Vector Model

— Non binory WeithrS on dimensions

— Partial match

e Probabilistic Model
— Modeling IR in a probabilistic framework



FORMAL DEFINTTION OF MODELS

An information retrieval model is a quoo’rup/e
D, Q, F, R(q, d)]

e Dis asetof |ogico| views (or represenJro’rions) for the
documents in the collection.

e Qs aset of |ogic0|| views (or represenJroJrions) for the user
needs or queries.

e Fis aframework for mode|ing document representations,
queries and their re|o+ionship.

. R(q,., o/j) is O raning function which associates a real number

with a query g, of Q and a document o/j of D.



DEFINITIONS

IVCONIETOF IETRERIEVAL

* index term - word of a document expressing (porJr of )

document semantics

* weight Wi~ quantifies the importance of index ferm t

for document o’j

* index term vector for document o/j (hoving t different

terms in all documents):

—_—

d] :(Wl,J’WZ,j”VVt,j)



BOOLEAN MODEL

e Based on set Jrheory and Boolean O||ge|oro
— Set of index terms

— Query is Boolean expression
* |ntuitive concept:

— Wide usage in |oib|iogro|ohic system

— Easy imp|emen+o+ion and simp|e formalisms
* Drawbacks:

— Bincry decision components (Jrrue/lccﬂse)

— No relevance scale (relevant or not)



BOOLEAN MODEL: EXAMPLE

* Example queries
— cat OR dog
— cat AND dog
— lecture AND (multimedia OR media AND

informatics)



BOOLEAN MODEL

* Advantages
— Clean formalisms
— Simp|ici+y
* Disadvantages
— Might lead to too few / many results
— No notion of par+ia| match

— Sequenﬁcﬂ ordering of terms not taken into

account.



VECTOR MODEL

* Integrates the notion of por+i0| match

. \lon-binary Weithrs (terms & queries)

. )egree of simi|ori’ry Compqued

—_—

dJ — (Wl,j’WZ,j""’Wt,j)

q= (Wl’q,Wz,q,...,Wt’q)



VECTOR MODEL
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ANOTHER EXAMPLE

Document & Query:

— D ="The quick brown fox jumps over the |O|zy O|og"
— Q = "brown |ozy fox”

—

dj°a

sim(d;,q) =

* Results:
— (L2 (111,0,0,0,0,0) = 3
— sqrt(1l) * sqrt(3) = 5.04
— Similarity = 3/ 6 = 0.595

il \Q\_ji‘zl



[ERM WETGHTING: Tr* 1D

Term Weighﬁng increases retrieval pen(ormcmce

e Jerm frequency

— How often does a term occur in a document?

— Most intuitive opprooch

* [nverse Document Frequency

— What is the information content of a term for a document
collection?

— Compore to |nformation Theory of Shannon



EXAMPLE: IDEWITH 300 DOCUMENTS CORPUS

idf

3 Term occurs In few documents:
High weight for ranking, high discrimination

2,5

2 ferm OCCUrs in nearty every document.

Low weight for ranking, low discrimination

1,5

1
0,5

O 1 1 1 1 1 S

0 50 100 150 200 250 300

Document Frequency




DEFNTTIONS: NORMALTZED TERM REQUENCY

freqg; .
_ 4 ... normalized term frequency
max (freq, ;)

I, ]

freq; ; ... raw term frequency of term 1 in document |

e Maximum is compqued over all terms in o
document

e Terms which are not present in a document
have a raw frequency of O



DEFINTTIONS: INVERSE DOCUMENT HREQUENCY

Idf; =log N .
N.

.. Inverse document frequency for term i

N ... number of documents in the corpus

n. ... number of document in the corpus which contain term |

* Note that io/f,. is independerﬁr from the

CIOCU ment.

e Note that the whole corpus has to be taken

info account.



[~ 1DF

* TF*IDF is a very prominent weighting scheme
— Works fine, much better than TF or Boolean

— Quite easy to imp|emen+

N



VECTOR MODEL

o Advon+oges
— \)\/eigh’ring schemes improve retrieval performance

— Partial moﬁching allows retrieving documents that

approximate query conditions

— Cosine coefficient allows ranked list output

. Disodvonbges

— Term are assumed to be mu+uo||y independerﬁr



STMPLE EXAMPLE (1)

e Scenario

— Given a documen’r corpus on bil’dS: neQr|y QCICh

document (say 99%) contains the word bird

— someone is seorching for a document about
SPArrow nest construction with a query “sparrow
bird nest construction”

— ExocHy the document which would soﬁsfy the user

needs does not have the word “bird” in it



STMPLE EXAMPLE (IT)

* TF*IDF weighting
— knows upon the low discrimative power of the

term bird

— The Weithr of this term is near to zero

— This term has virJruoHy no influence

on the result list.



AGENDA

e |nformation Retrieval His’rory
e |nformation Retrieval & Data Retrieval
° Sedrching & Browsing

e |nformation Retrieval Models

* Web Retrieval



RETRIEVAL IN THE WWW

e General Retrieval is based on content

— Represerﬁed e.g. |oy terms, keywords

o What is different with the WWW?
— Structured text (markup)

—|ypermeo|i0 <|inks)
—|e+erogeneous formats (gh(, pdf, flv, ...)

Distributed content (access over network)



WEB BASED RETRTEVAL: CHALLENGES

¢ \)\/orking with an enormous amount of data

— 10 billion pages o 500kB estimated in 01-2004
o 2 pQgQS / person on H’]Q g|0be

— 1 trillion unigue URLs indexed by Google in 2008
—109.5 million JrO|o—|eve| domains opero’red in 2009

 Furthermore there is o Deep Web

— |nc|uo|ing the usenet, tor, torrent, non-indexed

WW W, ﬂp,



WEB BASED RETRTEVAL: CHALLENGES

. Exomp|e for the amount of web pages:

— Seorching for Enterprise yie|o|ed on Goog|e ~ 435

millions of results

— Users investigate up to 20 result list entries.

e What web page is the most in’reresﬁng?

— cp. Concept of relevance (IR)

e How to index this amount of poges?

—eg. in an inverted list



WEB BASED RETRTEVAL: CHALLENGES

The Web is self-organized

e No central ou’rhori’ry / main index

— For the WW W
o Everyone can add (or edi’r) pages
— Cp. Personal homepoges, b|ogs, Wikis,

o Pages disappear on regu|or basis
— US eruo|y claimed that in 2 inves+igo+ed tech.

journals 50% of the cited links were inaccessible
after four years.

e |_ofs of errors and falsehood, no quo|i+y control



WWW — BOW TZE STRUCTURE




RANKING BY POPULARITY

e Problem with amount of data

— Queries on popu|or terms yie|d many results

* |dea for selecting the most relevant ..
— Combine content with popularity of page
— More popular pages are “authorities’

* How to define popularity?
— Qn|y hyperJreer documents are given ...



POPULARITY RANKING

e 9 A|gori+hms deve|opeo| independenﬂy

— PageRank, Brin & Page
— Hypertext Inducec Topic Search (HITS), K|einberg

e Basic idea of popularity
— Someone |il(€5 a poge
— Gives a recommendation (on another poge)

— Using a hyperhnk



POPULARTTY RANKING: BASIC IDEA

e There are different types of peop|e:

— Regording their idea of recommendation
* Peop|e giving a lot of recommendations (|inl<s)

* Peop|e giving few recommendations (|inl<s)

— Regording their state of recommendation
d Recommended le ad |O+ O]C peop|e

¢ Recommended lOy FQW peop|e

e Combinations are possi|O|e:

— Hoving no recommendation, but recommending a
ot .



POPULARTTY RANKING: BASIC IDEA

Think of ..
. peop|e as pages
* recommendations as links
PageRank (Google)
Therefore:

'Pages are popular, if popular
pages link them’



POPULARTTY RANKING: BASIC IDEA

e Additional ossump’rons
— Hubs o e pages s that refer
— Authoritie pages, whic h referred a lot

s

HITS



PAGERANK: ORTGINAL SUMMATION HORMULA

o Qrigino| summation formulo

— PageRank of page P, is given by the summation of
all pages that link to P. given by Set By,

r(F;
®= %

]D'7 EBPZ

* |terative formula, starting with rank 1/n for all n

Pages:

Te+1(F;) = Z i)

P;€Bp, 1551



PAGERANK: ORTGINAL SUMMATION HORMULA

ri(P5) Q
re+1(F;) = Z I—PIL
PjGBPi J

[teration O [teration 1 [teration 2 Rank at Iter. 2

A

ro(P1) =1/6 ri(P)=1/18 ro(Py)=1/36 5
ro(F2) =1/6 r(Py) =5/36 1ro(Py) =1/18 4
ro(P3) =1/6  r1(P3) =1/12 ry(P3) =1/36 5 /
ro(Py) =1/6  ri(Py)=1/4  ro(Py) =17/72 1
ro(Ps) =1/6 r1(Ps)=5/36 ra(Ps)=11/72 3
‘l'()(])(i) =1/6 " (H)) — 1/6 ro(Pg) = ]4/72 )



INTTIAL PROBLEMS

* Rank sinks & cycles: \

— Some pages get all of the score, \/

other pages none

— Cycles just flip the rank

* How many iterations?
— Wil the process converge?

— Will it converge to one sing|e vector?



APPROACH OF BRIN & PAGE

e Notion of the random surfer

— Someone navigates Jrhrough the web using

hyperhnks.

— If there are 6 links, there is a probability of 1/6 that
s/he takes a speciﬁc link

— On donghng nodes (without out links) s/he can

jump everywhere with equo| chance

— Furthermore s/he can leave the link po+h with a

given probobthry every time



FEATURES OF PAGERANK

e Mathematical model

— Created later on, based on Markov chains

e Can be handled in a distributed way
— "Worlds biggeer matrix mu|+ip|ico+ion"



il

. Every page i has a ou+hori+y score X, and a hub

SCore vy,

* SUCCQSSi\/Q refinemerﬁr O]C SCOres:

= yPandy = » xi fork=123,.

JejieE j:ej €E



SEARCH ENGINE “0PTIMIZATION”

e Business for “opjrimizing" rank in search |is+ings

(SEO)

e There are two ways:

— Ethical: Good content and communication leads to
extensive |inking and @ high content score as well
as popu|ori+y

— Unethical: Try to get a lot of links to the site of the

customer or |Ciy a GOOQ/@ Bomb



LOSTS FOR WEB CRAWLING

e How much does it cost to run a search engine?

— MonJrHy amount of pages to crawl: 4 billion
— 4.000.000.000 pages @ 200K = 80.000 GR

per month.

e One connection:

— 100mbs connection
/ 8 megabits per MB
* 60 seconds in a minute
* 60 minutes in an hour

* 94 hours in a o|c1y
* 30 days in a month=32.400 GB / month



LOSTS FOR WEB CRAWLING

e Therefore at least 3 100 MBit connections are
needed

— Running ot full capacity 24/7

— Qn|y with o simp|e calculation (w/o overhead)
¢ /A\|SO O'I' |€QS'|' 3 servers dre needed

e And a lot of storage
— ~ 80.000 GB with coching

taken from http://www.mail-archive.com/nutch-user@lucene.apache.org/msg05577 html



