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Abstract—Forecasts predict that Internet traffic will continue
to grow in the near future. A huge share of this traffic is caused
by multimedia streaming. The quality of experience (QoE) of such
streaming services is an important aspect and in most cases the goal
is to maximize the bit rate which—in some cases—conflicts with
the requirements of both consumers and providers. For example,
in mobile environments users may prefer a lower bit rate to come
along with their data plan. Likewise, providers aim at minimizing
bandwidth usage in order to reduce costs by transmitting less data
to users while maintaining a high QoE. Today’s adaptive video
streaming services try to serve users with the highest bit rates
that consequently results in high QoE. In practice, however, some
of these high bit rate representations may not differ significantly
in terms of perceived video quality compared to lower bit rate
representations. In this paper, we present a novel approach to
determine the statistically indifferent quality variation of adjacent
video representations for adaptive video streaming services by
adopting standard objective quality metrics and existing QoE
models. In particular, whenever the quality variation between
adjacent representations is imperceptible from a statistical point
of view, the representation with higher bit rate can be substituted
with a lower bit rate representation. As expected, this approach
results in savings with respect to bandwidth consumption while
still providing a high QoE for users. The approach is evaluated
subjectively with a crowdsourcing study. Additionally, we highlight
the benefits of our approach, by providing a case study that
extrapolates possible savings for providers.

Index Terms—Adaptive video streaming, MPEG–DASH, quality
of experience.
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I. INTRODUCTION

R EAL–TIME streaming of audio and video nowadays rep-
resents a huge share of the Internet traffic for both fixed

and mobile networks. The percentage of traffic caused by au-
dio/video services exceeds already 70% of total traffic during
peak (evening) hours [1]. Predictions for the future assume a
further increase in multimedia traffic [2].

The vast amounts of the Internet traffic in combination with
the aforementioned peaks require tremendous capacities for the
delivery of the multimedia content. Content Distribution Net-
works (CDNs) (e.g., Akamai, Amazon CloudFront, Fastly) pro-
vide the network infrastructure for delivering large amounts of
multimedia content towards the end users. However, these CDN
services are considered as costly and, thus, each company of-
fering such multimedia streaming services aims at minimizing
these CDN costs.

Almost all of these multimedia streaming services adopt the
principle of adaptive streaming (over HTTP) where a continuous
multimedia stream/file is split into constant time slices referred
to as segments. Additionally, multimedia content is provided in
multiple versions (e.g, different bit rates, resolutions, etc.) and
these versions are referred to as representations. The segments
are downloaded by clients in a pull–based manner and the com-
plexity is moved towards the clients, reversing the traditional
push–based approaches using RTP/RTCP. This allows a simple
server architecture and delegates the decision of choosing an
appropriate representation to the clients. In this context, various
proprietary solutions have been proposed in the past and with the
ratification of ISO/IEC 23009-1 also known as MPEG Dynamic
Adaptive Streaming over HTTP (DASH) an interoperable solu-
tion is available [3]. In this paper, we utilize the MPEG–DASH
terminology and its formats but please note that the approach is
also applicable for other formats adopting the same principles
of adaptive video streaming (over HTTP), e.g., Apple HTTP
Live Streaming.

The hypothesis for this work is as follows: for a given set of
representations within some time periods (i.e., one or more seg-
ments) there exist representations encoded at different bit rates
which are (almost) visually indistinguishable. In other words,
we presume that the perceived visual quality of higher bit rate
representations do not always significantly differ from those of
lower bit rate representations considering a statistical point of
view. Therefore, we conclude that by selecting lower bit rate
representations with negligible differences in perceived visual
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Fig. 1. Idea and ultimate goal of the SIQV approach. Colors indicate the different representations and their qualities.

quality, large amounts of network traffic can be avoided while
maintaining a high Quality of Experience (QoE) for the end
user. For example, beginnings of movies often consist of many
black frames which may look alike in medium and high bit
rate encodings. In this case, the QoE for the end user would
not decrease by showing the presumably lower quality version,
which in fact is indistinguishable for the human visual system
(HVS). The HVS further motivates this hypothesis, because of
its following properties [4]:

1) the HVS does not notice every little change in a video,
which is indeed noticed by a signal fidelity metric like
PSNR or SSIM;

2) not every image region is equally important (thus, not
every region receives the same visual attention);

3) some changes may lead to an enhancement of a video
sequence (for example edge sharpening).

With the above considerations, we formulate the research
question addressed in this paper as follows: How can we reduce
the network traffic and consequently CDN costs while maintain-
ing the QoE?

In this paper, we propose a method to address this problem for
adaptive video streaming over HTTP utilizing MPEG–DASH
formats. First, we calculate objective video quality metrics for
each representation and segments. Using an appropriate “objec-
tive video quality metric”–to–QoE mapping (i.e., QoE–model),
a Mean Opinion Score (MOS) is predicted for every segment.
The approach foresees to minimize the size of the representa-
tions by substituting segments with their lower–size versions of
statistically equivalent visual quality (with respect to the em-
ployed objective video quality metric).

The main contribution of this work is to define whether a
segment of two or more different representations is visually
equivalent by determining its statistically indifferent quality
variation (SIQV). Fig. 1 illustrates the idea and ultimate goal
of our SIQV approach. The basic idea addresses the question
whether MOS values of different representations of a segment
are statistically different. Therefore, we employ the variation in
MOS (which is given by the QoE–model) and perform a Stu-
dent’s t–test for a specific MOS value leading to an enclosing
interval. MOS values within this interval are statistically non-
significant different in QoE. An appropriate “objective video
quality metric”–to–QoE mapping (which reflects in some part
the human perception) is used to determine the objective value.
We do not claim that perceptual indifference is equal to statisti-

cal indifference. An objective metric can only cover the human
perception of video frames to a certain extent [5]. Thus, the
success of this approach relies on the employed objective video
quality metric as well as on an appropriate QoE model (which
depends on the objective metric used). Please note that we nei-
ther propose a new video quality metric nor a QoE model. We
instead adopt existing metrics and models which can be super-
seded in the future. When we refer to statistically indifferent
quality variation, we actually think of it by means of the em-
ployed QoE model (and its parameters) and the employed objec-
tive metric. In order to assess the performance and applicability
of our approach, we provide a subjective quality assessment
using crowdsourcing and an objective evaluation. The subjec-
tive quality assessment validates our statistic inference approach
and shows that the selected quality metrics and their respective
QoE models support the aforementioned assumptions. Finally,
a case study is shown to demonstrate how much traffic one
may save on average. We extrapolate the savings with estimated
numbers from a large Video on Demand platform and CDN
costs. We expect that with our approach it is possible to save
noticeable amounts of network bandwidth–justifying the effort
of implementing it–while maintaining the QoE (compared to
using a state-of-the-art approach which aims to maximizing the
representation bit rate) independent of the employed client im-
plementation, possible network traffic shaping, or the number
and characteristics of the available representations.

The remainder of the paper is structured as follows.
Section II gives an overview on related work on quality-aware
adaptive video streaming over HTTP approaches and optimal
representation selection. Our approach to quantify the SIQV is
presented in Section III. The evaluation, case study and a link
to a live demonstration is provided in Section IV and the paper
is concluded in Section V.

II. RELATED WORK

Recent research on video quality focuses on Quality of Ex-
perience (QoE), defined as the user’s degree of delight with an
application or service [6]. With growing understanding of the
QoE while consuming videos over the Internet, insights from
QoE research influenced some DASH approaches which are
highlighted in the following.

In order to optimize the QoE of a user, Hoßfeld et al. [7] intro-
duced an evaluation framework which allows the computation
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of QoE-optimal adaptation on a per-user basis. The authors pro-
vide various mixed-integer optimization problems that aim at:
(i) minimizing the startup delay without stalling, (ii) maximizing
the quality without stalling, (iii) minimizing the number of rep-
resentation switches without stalling at a given quality, (iv) max-
imizing the quality for a multi-user scenario without stalling, and
(v) minimizing the number of quality switches without stalling
at a given target quality for a multi-user scenario. Further in-
vestigation on the impact buffer starvation and it’s impact on
the QoE is provided in [8]. The optimization problems pro-
vided in [7] influenced our optimization problems provided in
Section III-A.

Li et al. [9] propose an extension to Probe and Adapt
(PANDA) [10], an adaptation mechanism for DASH, that pro-
vides consistent quality. Dynamic programming is employed to
solve the proposed constrained optimization sub-problem at ev-
ery adaptation step. Based on available bandwidth, buffer size,
knowledge of bandwidth requirements, and quality of the en-
coded video, the downloading choice is calculated following a
quality policy (such as maximize minimum quality or maximize
average quality) while ensuring that the buffer is full enough for
a stall-free video playback.

The work that matches closest to our approach is provided
in [11] and [12]. Toni et al. provide an Integer Linear Program
(ILP) for determining the optimal selection of representations
for adaptive video streaming with respect to a user satisfac-
tion metric. Their approach is based on an ILP maximizing
average user satisfaction (incorporating a video quality metric)
while considering network dynamics, type of video content, and
user population characteristics. The results comprise guidelines
for the number of representations per video type, allocation of
representations across resolutions, allocation of available rep-
resentations across encoding rate at a given resolution, as well
as saving CDN bandwidth while preserving user satisfaction.
In contrast, our approach does not aim at providing guidelines
or providing an optimized set of representations. Our approach
takes as input an already existing set of representations. Thus,
the work provided in [11], [12] can be seen as a step before our
approach is applied.

For objectively estimating QoE, relevant literature often
makes use of PSNR like in [13], [14]. As in the last decade
the quality of displays has drastically changed (e.g., resolutions
up to 3840× 2160, better color space coverage, and size), SSIM
has been introduced [15], which exploits the structure of images.
It has emerged as a second relevant objective metric for image
quality. In order to determine the quality of a video, a QoE model
y = f(x;β) (henceforth vectors are indicated by bold symbols)
is a mapping from x, an objective video quality, to a MOS value
reflecting subjective video quality y. The model in conjunction
shall reflect the human visual perception by providing the map-
ping between objective and subjective metrics. The model is
estimated based on subjectively evaluated mean opinion scores
using parameters β.

In the literature, there exist a variety of models and for this
work, we adopt the following two models [14], [15]:

f(x;β) = 1− 1
1 + exp(β1 · (x− β2))

β ∈ R2 (1)

TABLE I
TERMINOLOGY FOR THE OPTIMIZATION PROBLEM

N number of segments for the video content
rm a x maximum number of representations
ci , j ∈ {0, 1} decision variable whether segment i is selected in representation j
q ∗i best (optimal) quality chosen for segment i

εi statistically indifferent quality variation for segment i, where
εi ∈

[
0, q ∗i

]
.

V (i) mapping that provides the cumulative available download capacity
until the scheduled PTS of segment i in kilobytes

size(i, j ) mapping that maps segment i of representation j to its size in kilobytes
quality (i, j ) mapping that maps segment i of representation j to its associated

quality

g(x;γ) = γ1 − 1
exp(γ2 · (x− γ3))

γ ∈ R3 . (2)

In particular, (1) is used for PSNR as suggested in [14] and (2)
is used for SSIM according to [15].

III. QUANTIFYING THE STATISTICALLY INDIFFERENT

QUALITY VARIATION

This section describes our approach for quantifying the sta-
tistically indifferent quality variation. Therefore, we introduce
simplifications to the adaptive video streaming use case, en-
abling us to formulate an optimization problem providing a
theoretical upper bound on the achieved quality of such stream-
ing systems. The upper bounds on quality allow to precisely
formulate the problem behind our research question. In partic-
ular, we formulate a general optimization problem modeling
minimization of consumed bandwidth while providing videos
with statistically indifferent quality variation from the theoreti-
cally derived upper quality bound. The main contribution of this
work uses existing QoE–models to statistically derive a maxi-
mum deviation from a specific objective quality metric (in the
QoS space) which is tolerable without a significant impact on
the perceived video quality (in the QoE space). We call this
deviation the statistically indifferent quality variation (SIQV)
denoted as ε. Furthermore, we propose an algorithm provid-
ing a solution to the aforementioned optimization problem by
exploiting the SIQV.

A. Problem Statement

In order to formulate a general optimization problem that pro-
vides an upper bound for the quality, we introduce the following
assumptions and simplifications. We assume that the playback
timestamp of segments coincides with the (latest) deadline for
downloading them. It must be noted that we neither aim at
modeling channel characteristics nor at estimating the chan-
nel’s future behavior. Instead, we assume that the behavior of
the channel is known in advance (see the definition of V (·) in
Table I). We further assume that buffers are large enough such
that overflows do not occur.

An overview on the terminology is given in Table I. In our
use case of adaptive streaming, a video is split into constant–
time segments and encoded in different representations at en-
coding time. The number of segments for the video content
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is denoted by N ∈ N1 , the maximum number of representa-
tions by rmax ∈ N1 . The decision variable ci,j ∈ {0, 1} de-
notes whether segment i in representation j is selected. Let
quality : N1 ×N1 → [Qmin , Qmax] be the mapping that as-
signs segment i of representation j its associated quality. Please
note that we do not explicitly define how quality is measured.
We assume the value for quality to be bounded by Qmin and
Qmax (given by an already defined video quality measure).
q∗i ∈ [Qmin , Qmax] denotes the best (optimal) quality chosen for
segment i with respect to the available download capacity. The
parameter εi denotes the statistically indifferent quality varia-
tion for segment i, where εi ∈ [0, q∗i ]. εi has to be chosen such
that the quality loss has no impact on the resulting QoE. Our
goal and the main contribution of this paper is to find a suitable
approximation of εi which is addressed in Section III-B.

Let V : N1 → R+
0 be the mapping that provides the cumula-

tive available download capacity until the scheduled playback
timestamp (PTS) of segment i in kilobytes. Furthermore, let
size : N1 ×N1 → R+

0 be the mapping that assigns segment i
of representation j its size in kilobytes.

Before we investigate how bandwidth consumption can be
minimized while maintaining QoE, we have to determine the
maximum available quality q∗ ∈ [Qmin , Qmax]N . In order to
determine q∗, we introduce the general optimization problem
for maximizing the delivered quality for a multimedia streaming
session as follows:

arg max
(quality (1,·),...,quality (N,·))

N∑

i=1

rm a x∑

j=1

quality(i, j) · ci,j (3)

subject to

∀i ∈ {1, . . . , N} :
rm a x∑

j=1

ci,j = 1 (3a)

∀k ∈ {1, . . . , N} :
k∑

i=1

rm a x∑

j=1

size(i, j) · ci,j ≤ V (k). (3b)

The objective function in (3) aims at maximizing the quality
for a multimedia streaming session. The restrictions denoted in
(3a) ensure that exactly one representation must be chosen for
each segment. Equation (3b) ensure that we do not exceed the
available bandwidth when downloading the segments.

Using this upper bound, we then formulate our research ques-
tion as the problem of minimizing the utilized bandwidth while
maintaining an statistically indifferent quality degradation as
follows:

min
N∑

i=1

rm a x∑

j=1

[size(i, j) · ci,j ] (4)

subject to

∀i ∈ {1, . . . , N} :
rm a x∑

j=1

ci,j = 1 (4a)

∀i ∈ {1, . . . , N} : q∗i −
rm a x∑

j=1

quality(i, j) ci,j ≤ εi. (4b)

Equation (4) denotes the objective function which shall be min-
imized for a specific multimedia stream. The first N constraints
presented in (4a) ensure that a segment can be selected in a
single representation only. The following N constraints in (4b)
ensure that the quality of the resulting segments only differs at
most by ε from the theoretical optimum q∗.

The main focus and contribution of this work is how to de-
termine the SIQV εi , whereas how to define V (·) in detail is
out of scope. One may obtain V (·) by estimating dynamics of
the transmission channel by Markov theory or by estimating its
distribution over time.

B. Estimating the SIQV

The general idea is to estimate ε which is referred to as
the amount of the maximum quality variation that my not be
perceived by the user. Hence, the following question arises:
How much deviation from a specific QoS-metric value q may
occur until it may be perceived by the user?

As starting point for providing an estimate of the maximum
statistically indifferent quality variation (the quality variation
that may not be perceived by the user) for a specific video
region, we consider a QoE model f(x,β) : R×Rd → R, β ∈
Rd (henceforth denoted as the model). This model shall provide
MOS values for a specific objective quality measure of a certain
video region (in our case a few seconds), which is the case with
the two very well-known model introduced in Section II [cf. (1)
and (2)]. As discussed above these models have proven useful
for estimating the MOS (in terms of QoE) from the objective
quality measures PSNR or SSIM, respectively. These models
are estimated from data gathered by conducting user studies.
MOS is in general defined as MOS = μO = 1

n

∑n
i=1 oi , where

oi are the individual samples for a specific test-case (in our case
the video region with a specific encoding and bit-rate having a
certain (average) objective quality value).

We assume that the corresponding sample variables Oi are
independent and identically distributed (i.i.d.) normal variables
Oi ∼ N (μO , σ2) with unknown variance σ2 and E(Oi) = μO .
We will later on show that the normality assumption can be
fulfilled if the user study is designed accordingly. If we want to
know whether two sample means μX and μY (i.e., two different
test case, the same video region with different bit-rates), with
the sample variables Xi ∼ N (μX , σ2) and Yj ∼ N (μY , σ2),
are drawn from different populations and, therefore, are signifi-
cantly different provided an significant threshold α, we apply an
student’s t-test (if and only if the aforementioned assumptions
hold). Thus, we can use the student’s t-test and a suitable model
(which provides the estimated QoE values/MOSs for specific
values of an objective measure) for providing an educated guess
whether two (average) objective values for a specific video re-
gion result in signficant1 different MOSs or not. In other terms,
our goal is to find an |ε| ≥ 0 such that q ± |ε| (or μX ± ε) is
not significantly different from μX . As unbiased estimator for
the unknown variance, we use the corrected sample variance
s2

X = 1
n−1

∑n
i=1(xi − μX )2 .

Assuming a null-hypothesis H0 : μX = μY , we say that the
difference of the two sample means follow a t–distribution with

1Significant always refers to a certain significance threshold or error one is
willing to accept.
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tD (1− α
2 , n + m− 2) (where n and m denote the degrees of

freedom). H0 is rejected if the absolute value of the test statistics
T is greater than tD (1− α

2 , n + m− 2).
The test statistics is given by

T =
μX − μY

sX,Y

√
1
n + 1

m

. (5)

sX,Y denotes the weighted average of the two sample variances
of the two populations X and Y [cf. (6)].

s2
X,Y =

(n− 1)s2
X + (m− 1)s2

Y

n + m− 2
(6)

In order to answer the above stated question, we now make use of
our assumptions and set μX = f(q,β), μY = μX − εQ , sX =
sY = s, and n = m. εQ denotes the amount of the maximum
statistically indifferent quality variation in the QoE space of the
model. Plugging in (5) and (6) results in

T =
εQ

s
√

2
n

. (7)

With respect to H0 , |T | ≤ tD (1− α
2 , 2(n− 1)) states how large

|T | should be such that we have no significant difference (with
respect to our assumptions) between the two populations.

|εQ | ≤ tD (1− α

2
, 2(n− 1)) · s ·

√
2 · n− 1

2 (8)

(8) denotes the maximum quality variation in the QoE–space
of the model. It depends on the number of observations from
which the model parameters were estimated, and the standard
deviation the model covers (for specific values, relative to the
ground truth/data). Models based on many observations bear
little amount of uncertainty compared to models based on few
observations. Furthermore, some models may be inappropriate,
this can be identified by the R2 (which is explained variation

total variation or also
known as the coefficient of determination). The higher the R2

the better does the model reflect the observed data. This does
also hold for the introduced approach. If a model with a low
coefficient of determination is used in conjunction with our
approach, it will not provide useful information.

The amount of quality loss is constant in the QoE–space for a
given model. Especially, it is not affected by the observed qual-
ity f(q,β). Hence, in the QoE–space the statistically indifferent
quality variation εQ lies within the interval [−tD (1− α

2 , 2(n−
1)) · s · √2 · n− 1

2 , tD (1− α
2 , 2(n− 1)) · s · √2 · n− 1

2 ]. Con-
sequently, the value for quality variation ε must be within the

interval f−1([f(q,β)− tD (1− α
2 , 2(n− 1)) · s · √2 · n− 1

2 ,

f(q,β) + tD (1− α
2 , 2(n− 1)) · s · √2 · n− 1

2 ]). The expres-
sion on the right hand side of (8) can be easily evaluated
given a certain significance threshold α. Typically, one selects
α ∈ {0.05, 0.1} (which are the so-to-say standard significance
levels in statistics, the interested reader is refered to [16]).
Nevertheless, this results in additional restrictions on the model
which are continuity and at least local invert-ability within the
neighborhood of q. With this transformation from the QoE space
back to the QoS space, the non–linearity of the model results
in intervals for which the possible quality variations may have
different sizes. For example, Fig. 2 depicts quality variation

Fig. 2. Intervals depending on PSNR values in the PSNR–based QoE model.

intervals for different values of objective quality using a PSNR–
based QoE model. Let’s assume that our calculations result in an
interval in the MOS space of length εQ . For different quality val-
ues Q1 and Q2 , the interval in the MOS space is of constant size.
Altering the MOS results in an interval in the PSNR space. As
the model is steeper in the middle, Q1 with a medium–low qual-
ity has a smaller resulting interval ε1 than Q2 , where the model
levels out. Hence, for this model, intervals for very high and
very low qualities are bigger than intervals in the middle of the
QoS range. This matches with the intuition that small changes
in the middle of the QoS range have a big influence on the QoE
and the variation of these must be handled carefully. Please also
note that the intervals in the PSNR space are not symmetrical.

The presented approach relies strongly on the validity of the
model, mapping an objective quality measure to the QoE. In-
accurate model assumptions may lead to significant differences
in the QoE domain. While the statistically indifferent quality
variation seems to be linear in the QoE domain, it has to be
noted that the interval does rely on the underlying model and
is only valid with the used model and its estimated parameters.
The model and the objective metric provide the connecting part
between subjective measure and the human visual perception
(as already discussed in Section II) or at least the part of the
human visual perception that can be covered by the objective
measure.

C. Example

In this section we show an example for a practical ap-
plication of the SIQV. Therefore, we use the QoE–model
f(x,β) = 100− 100

1+eβ 1 ∗(x−β 2 ) , where x denotes a PSNR value,
β1 = 0.1701 and β2 = 25.6675. The model has been derived
from a sample of n = 15 Mean Opinion Scores. The actual
standard deviation of the samples in the model is sX = 16.
Lets assume that the adaptation logic decides for a represen-
tation (which in our terminology translates to the representa-
tion with optimal quality q∗) with a PSNR value of 50 dB.
Translated to the QoE–space ranging from 0 to 100 this is
equivalent to a subjective score of μX = f(q∗;β) = 98.431.
With these given values, we can compute our interval using (8).
The resulting interval for εQ is [−1.4236, 1.4236]. Quality
variations of video sequences within this interval are (statis-
tically) visually imperceptible. This interval is independent
from the considered quality (so it is constant within the used
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Algorithm 1: SIQV Approach
1: Given:
2: rmax � Number of different representations
3: n � Number of segments per representation
4: f, f−1 � QoE model and its inverse
5: quality, size � Mappings of segments
6: n, s2 � Model parameters
7: α � Confidence level
8: Output:
9: S � The resulting substitution set

10: S ← ∅
11: εQ ← tD (1− α

2 , 2(n− 1))
√

2 · s2 · n− 1
2

12: for i ∈ {1 . . . n} do
13: Si ← ∅
14: for j ∈ {1 . . . rmax} do
15: tmp← j
16: ε← f−1(f(quality(i, j))− εQ )
17: for k ∈ {1 . . . rmax} do
18: if quality(i, k) > ε then
19: if size(i, k) < size(i, tmp) then
20: tmp← k
21: Si ← Si ∪ {((i, j), (i, k))}
22: S ← S ∪ {Si}

model) and should now be mapped to the actual quantitative
quality measure using f−1([μX − 1.4236, μX + 1.4236];β) =
[46.118, 64.069]. This yields the actual interval for varying the
quantitative quality measure (in this example PSNR). If we want
to save bandwidth, we obviously want to select the lower end
of the interval allowing us to pick a representation with a quan-
titative measure of 46.118 dB. If such a representation with a
quantitative measure in [46.118, 50) exists, it is likely that the
segments of the newly selected representation will require less
bit rate.

D. QoE–Aware Selection of Representations

Based on the SIQV, we are able to formulate Algorithm 1
enabling a QoE–aware substitution of representations without
significant impact on the QoE. Given information about segment
quality and size, the algorithm determines whether choosing a
higher representation over a lower representation is beneficial
with respect to bandwidth savings. In particular, when the qual-
ity variation between a representation and its next higher rep-
resentation is not significant according to our approach and the
employed model, then the lower bit rate representation is used
instead. The resulting representations thus are equal in per-
ceived quality (compared to the original representation set), but
smaller in size. The parameters of the algorithm are presented
in the following. Analogous to the terminology of the optimiza-
tion problem presented in Section III-A, n denotes the number
of segments per representation, rmax denotes the number of rep-
resentations. Let quality(i, j) be the mapping of segment i in
representation j to its associated quality and size(i, j) the map-
ping of segment i in representation j to its associated size. The
model function f is used to transform the objectively measured
quality into the QoE space. As already mentioned in Section III-
B, this transformation bears an uncertainty in the mapping to a

QoE value. Rather than considering the QoE value retrieved by
the model, one can say that the true QoE value lies in an inter-
val around this value with confidence level 1− α. This interval
depends on the model fit, i.e., the number of observations n and
the variance of the model s2 . The inverse model function f−1

is used to transform the interval from the QoE space back to an
interval in the objective video quality measure space. The result-
ing interval is then the statistically indifferent quality variation.
Whereas parameters f , f−1 , n, and s2 are given by the model,
the parameter α may be chosen freely from the interval [0, 1].
Please note that for bigger values of α, the interval for SIQV
increases. Thus, the approach may result in noticeable quality
losses. In order to keep the quality deviation from the origi-
nal representation (statistically) imperceptible, we recommend
setting the statistical significance level α = 0.05.

Algorithm 1 implements the selection of representations
for a given set of representations per resolution. Initially, the
algorithm calculates the maximum accepted deviation in the
QoE space according to (8). The allowed deviation in subjec-
tive quality does not depend on a specific segment, it solely
depends on the parameters of the used model and parameter α.
We furthermore characterize an individual segment (i, j) by its
time slot i and representation j. The algorithm chooses for each
segment (i, j) a substitution (i, k), with quality(i, k) ≥ ε and
minimal size. Thus, the result is a set S of substitution rules for
each segment and representation. The substitution rules are of
the form ((i, j), (i, k)), which means that in the new represen-
tation set, representation j may be replaced by representation k
for time slot i without significant quality loss.

By executing the algorithm for every resolution (and appli-
cation of the substitution rules), this algorithm transforms the
whole representation set into a new quality–aware set of repre-
sentations with smaller size compared to the original set. Please
note that we do not consider substitution of segments with dif-
ferent resolutions, since the used model does not take the reso-
lution into account. Furthermore, our approach does not affect
the client’s adaptation logic and, thus, is orthogonal to any adap-
tation mechanism.

IV. EVALUATION

We evaluate our approach subjectively by conducting subjec-
tive quality assessments (SQA) using crowdsourcing [17], [18].
The QoE model is derived from an existing dataset containing
1080p video sequences and their MOS values which is used
for applying Algorithm 1. Finally, we perform a case study to
investigate potential cost savings for a service provider.

A. QoE Model Derivation

In order to apply our approach on video sequences for con-
ducting a subjective quality assessment using crowdsouring, we
need an appropiate QoE–model. Therefore, we pick up an ex-
isting dataset and try to estimate the model parameters for the
models provided by (1) and (2).

The dataset provided in [19] fits our purpose very well be-
cause it comprises short video sequences (9 to 12 seconds). The
entire dataset consists of 168 video sequences including a wide
range of genres encoded at 1080i50 using different bitrates with
H.264/AVC. The video sequences were subjectively assessed
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Fig. 3. MOS for all video sequences. The video sequences cover the entire
range of the quality scale used in the SQA.

Fig. 4. MOS with respect to PSNR. High PSNR values lead to a low MOS
and vice versa.

using the Absolute Category Rating with Hidden Reference
(ACR-HR) as recommended by the ITU-T [20]. The ratings for
the video sequences were assessed using a five–level scale rang-
ing from 1 (worst) to 5 (best). The obtained scores are normally
distributed and, therefore, our assumption in Section III-B hold.
In addition to the provided MOS, we calculated the frame–by–
frame PSNR and SSIM for each of the video sequences. The
duration of the video sequences do fit quite well to usual seg-
ment sizes of DASH (especially for bigger segment sizes, e.g.,
6s, 8s, and 10s).

In [14] the model given in (1) was estimated from responses
from different datasets comprising video sequences with a res-
olution ranging from QCIF to 4CIF. In [13] both models were
estimated from responses gathered by a subjective quality as-
sessment using a Single Stimulus with Continuous Quality Scale
with video sequences having a resolution of 768× 480. Fig. 3
depicts the QoE range covered by the video sequences from [19].
It indicates that the video sequences do provide a high diversity
in quality and that they cover the entire range of the used quality
scale.

In order to estimate the parameters of the two models for the
MOS–annotated dataset, we minimize the least square estimator
using the conjugate gradient method. Fig. 4 depicts the MOS
with respect to the PSNR. In the PSNR case, obtaining a statis-
tical significant model was not possible using (1). A thorough

Fig. 5. MOS with respect to SSIM. The red line denotes the SSIM–based QoE
model [cf. (2)].

investigation on the quality of the estimate did reveal that the pa-
rameters are not significantly different from zero, according to
a student’s t-test (β1 : t = 0.049 p = 0.96 and β2 : t = −0.012
p = 0.99). Thus, it is evident that in this case PSNR is not suited
to objectively measure the quality of the video sequences. This
contradicts the findings in [13] and [14]. We believe that this
is due to the wide range of resolutions (QCIF to 4CIF and
768× 480 vs 1920× 1080) and the wide range of genres in the
dataset from [19]. Fig. 5 depicts the MOS with respect to SSIM
and the model with parameters γ ∈ R3 [cf. (2)]. In the follow-
ing, we investigate the quality of the estimate. The estimated
SSIM model has a R2 value of 0.44. A student’s t-test on the
hypothesis that the parameters (γ1 , γ2 , γ3) are zero is rejected
(γ1 : t = 22.376 p = 5.4 · 10−52 , γ2 : t = 9.62 p = 1 · 10−17 ,
and γ3 : t = 7.16 p = 2.38 · 10−11). These findings for SSIM
coincide with the findings in [13] and [15]. Thus, we will use
the obtained model for SSIM for applying our approach in the
following sections. An in–depth analysis of why PSNR is not
able to reflect the quality of the video sequences provided by
the used dataset is out of scope of this paper.

B. Subjective Quality Evaluation Using Crowdsourcing

The goal of the SQA using crowdsourcing is to assess whether
users notice the quality loss introduced by our approach.

Test content: We select two freely available videos for the
SQA, Tears of Steel (ToS) [21] and Sintel [22]. Both videos are
licensed under the Creative Commons Attribution. The movies
were down–scaled and padded from the 3840× 2140 pixel
source versions to a resolution of 1280× 720 pixels. In order
to apply our approach introduced in Section III we encoded
the movies in four different representations: 1000 kbps,
1500 kbps, 2000 kbps, and 2500 kbps. The bitrates of the
representations were selected based on the bitrates YouTube
provides. For encoding of the video sequences and movies,
we used x264 [23] with the encoding parameters provided
in Listing 1 which adopts two-pass encoding similar to [24].
The spatial and temporal information of the selected video
sequences is provided by Figs. 6 and 7, respectively. The
selected video sequence cover a wide range of complexity
in the spatial domain as indicated by Fig. 6. Regarding the
temporal information, Fig. 7 depicts that Sintel1 provides a high
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Listing 1. x264 encoding parameters for two pass encoding.

Fig. 6. Spatial information of the used test sequences for each frame.

Fig. 7. Temporal information of the used test sequences for each consecutive
frame pair.

complexity in the temporal domain (e.g., camera movements,
object moving within the scenes), whereas ToS is quite the
opposite of Sintel1, and Sintel2 provides a compromise between
Sintel1 and ToS. In order to evaluate the SIQV approach, we
split each video into segments of one second length. When
using one second segments we discovered that the bandwidth
savings are larger than with segments of two seconds or more.

Fig. 8. Temporal series of the SIQV test sequences of the 2500 kbps represen-
tation showing which segments have been exchanged for lower quality versions.
The horizontal axis denotes the segment number.

TABLE II
OVERVIEW ON EVALUATION TEST CASES

Test case Stimulus 1 Stimulus 2

1 ToS reference high ToS SIQV
2 ToS reference high ToS reference low
3 Sintel 1 reference high Sintel 1 SIQV
4 Sintel 1 reference high Sintel 1 reference low
5 Sintel 2 reference high Sintel 2 SIQV
6 Sintel 2 reference high Sintel 2 reference low

Providing the possibility to save bandwidth in terms of the
actual bit-rate compared to the reference [cf. Section IV-C].
For the evaluation, we selected three test video sequences
with a duration of thirty seconds each. Two sequences were
extracted from Sintel [22] and one was extracted from ToS [21].
We applied Algorithm 1 for all sequences resulting in a new
representation set per test sequence assuming that the client
has sufficient bandwidth for the 2500 kbps representation. The
reference sequences comprise the same thirty seconds as the test
sequences representing the highest (2500 kbps) and the lowest
(1000 kbps) quality versions. We did not include audio because
participants shall solely concentrate on the visual information.

Fig. 8 depicts the temporal series of the test sequences gen-
erated by our approach (i.e., the chosen representations). These
test sequences are henceforth denoted by the suffix SIQV (Sta-
tistically Indifferent Quality Variation). For the selected rep-
resentation of ToS, our algorithm reduces the average bitrate
per second by approximately 100 kbps (which is a saving of
approximately 3.8% compared to the original sequence), for
Sintel 1 SIQV the savings in average bitrate per second are
approximately 130 kbps (5%). The selected representations of
the Sintel 2 SIQV sequence lead to a video that saves approxi-
mately 470 kbps (about 18.7%). The previous mentioned video
sequences are the basis for the six different test cases presented
in Table II. The first stimulus is always the reference stimulus
and the second is the impaired sequence.

SQA design: The SQA follows a simple design separated into
four parts. First, an introduction is presented to the participants.
This introduction provides a clear and detailed description of the
actual experiment. We further require the participants to agree
to a disclaimer (e.g., epilepsy warning, visual impairments).

After agreement to this disclaimer, a pre–questionnaire is
displayed as the second step of the SQA. Its purpose is to
gather demographic information about the participants, i.e., age,
gender, nationality, and country of residence. The video se-
quences are downloaded during the pre–questionnaire stage.
This pre–caching step avoids bias caused by video play-
back stalls or long start–up times. The participant is allowed
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to continue as soon as all video sequences are downloaded
successfully.

The third part is the main evaluation using the Double Stimu-
lus Impairment Scale (DSIS) methodology as recommended by
the ITU-T in [20]. The DSIS method is chosen in order to be
able to assess whether there exists a significant difference be-
tween the highest available representation and the transformed
representations by SIQV. Therefore, the participants are shown
two video sequence for each test case. In order to validate the
results, we also include the case where the participants shall
compare the highest and lowest quality representation of each
video sequence. The test cases are provided in Table II. The ref-
erence sequence is always shown first (the participants do know
the order), followed by a short pause (approximately 5 seconds)
and the impaired video sequence. For the playback of the video
sequences, we deactivate all user controls. This impedes possi-
ble attempts to trick within the course of the evaluation. After
each pair of video sequences, there is a voting phase. The task
of the participants is to categorize the perceptive visual impair-
ment of the video quality on a five–level category scale: 1) very
annoying, 2) annoying, 3) slightly annoying, 4) perceptible but
not annoying, and 5) imperceptible. The voting is rendered us-
ing option boxes allowing only a single selection (initially, no
option box is selected).

Within the fourth and last part of the SQA, the participants
are asked to fill in a post–questionnaire. This provides the par-
ticipants the possibility of giving general feedback. We further
ask the participants whether they already have participated in a
similar SQA.

Participants and screening: The microworkers crowdsourc-
ing platform [25] was used in order to hire 321 participants from
USA and Europe. The used evaluation framework [26] provides
measures to assess the reliability of the participants. In partic-
ular, playback time of the video sequences, number of stalls
and pauses, time spent during the voting phases, and number
of browser focus changes are tracked for each test case in the
main evaluation phase. Browser focus changes indicate whether
the participants have payed attention during the playback of the
video sequences. If the playback time deviates from the nom-
inal playback time of the video sequences it is likely that the
participant managed to pause the video playback. Furthermore,
we want participants to be intuitive with their rating. Therefore,
we reject those ratings for which the rating time is higher than
30 seconds. The users were screened due to invalid rating (2),
browser focus change (177), rating time (30) and stalls (2).

Statistical Analysis: After filtering, 72 male and 41 female
subjects remained for the statistical analysis. Their age ranges
from 15 to 61 years with a median age of 31 years. 32 subjects
live in the United States, the rest has residence in Europe. Fig. 9
depicts the relative occurrences of user ratings per test case.
In the cases where the participants had to rate the degradation
between the reference sequences and the sequences constructed
according to SIQV, the majority (at least 51%) did not perceive
any differences. Moreover, only about 10 percent of the users
stated that they were annoyed from the perceived quality loss
within the SIQV test cases. For the cases where the reference
sequences and the sequences with the lowest representation were
presented, 70% of the participants could identify a difference in
the visual quality. Thus, the question arises whether there is a

Fig. 9. Relative occurrences of the rated categories and stimuli presentations.

statistical significant difference between the test cases as well
as to which category (i.e. very annoying, annoying, slightly
annoying, annoying but not annoying, and imperceptible) the
expected value of a test case can be assigned. For this purpose,
we map these categories to the ordinal scale 1, 2, 3, 4, and 5.

As every user rated each reference–test sequence pair, the
samples are not independent. Thus, for the statistical evalua-
tion, one– and two–sample Wilcoxon tests were conducted. The
one–sample Wilcoxon test is based on the null hypothesis that a
given expected value equals the expected value of the sample. If
rejected, there is evidence that the alternative hypotheses less or
greater are appropriate. For the two–sample Wilcoxon test, the
alternative hypothesis is not equal. The two sample Wilcoxon
tests showed that there is a significant difference between ToS
SIQV and ToS low (p–value = 1.166 · 10−7 , V = 2567.5), Sintel
1 SIQV and Sintel 1 low (p–value = 4.839 · 10−9 , V = 3243.5),
and Sintel 2 SIQV and Sintel 2 low (p–value = 7.948 · 10−5 ,
V = 1887.5). This confirms the supposition from the exploratory
data analysis that the SIQV approach at least produces better
results than the low resolution. For the test cases using the
low video sequences, the expected user rating is significantly
less than 4 (one–sample Wilcoxon test with alternative hypoth-
esis less; ToS low: p–value = 0.028, V = 650; Sintel 1 low:
p–value = 2.2676 · 10−6 , V = 522.5, Sintel 2 low: p–value =
0.028 V = 650). We expect the content to be rated slightly an-
noying or worse. Hence, the users recognize the quality degra-
dation from the highest to the lowest quality. The SIQV se-
quences are tested against the alternative hypothesis greater.
The tests reveal that the expected rating is significantly greater
than 4 (ToS SIQV: p–value = 2.646 · 10−8 , V = 2698; Sin-
tel 1 SIQV: p–value = 3.515 · 10−5 , V = 1995, Sintel 2 IQV:
p–value = 4.818 · 10−4 , V = 2190). This means that we can
expect the SIQV representations to be rated category 5, Imper-
ceptible. However, Fig. 9 shows that in the SIQV cases (test
cases 1, 3, 5) the quality degradation was imperceptible for the
majority, but for an approximately 30% of the participants the
quality degradation was perceptible. Nevertheless, this percep-
tible quality degradation was not annoying which is in con-
trast to the other test cases not using our SIQV approach. We
thus conclude that the proposed SIQV approach provides an at
least non-annoying difference in video quality compared to the
reference.
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Fig. 10. Savings over time in download size relative to the total size of the
highest available bit rate (1500, 2000, and 2500 kbps) for the movie Sintel in
resolution 720p.

Fig. 11. Savings over time in download size relative to the total size of the
highest available bit rate (4000, 6000, and 8000 kbps) for the movie Sintel in
resolution 1080p.

C. Case Study

According to the SQA, our approach leads to perceptible,
albeit not annoying quality losses which in turn provide certain
bandwidth savings. We now show the benefit of our approach
by presenting a case study.

For the case study, we use the movie Sintel [22] and ToS [21].
We apply our approach on different segment sizes (1s, 2s, 4s,
6s, and 8s) as well as different resolutions 360p (640× 360),
480p (720× 480), 720p (1280× 720), 1080p (1920× 1080),
and 1440p (2560× 1440). The model obtained in Section IV-A
is used with α = 0.05. Each resolution is encoded at four bit
rate levels, e.g., 1080p is encoded at 3000 kbps, 4000 kbps,
6000 kbps, and 8000 kbps. The bit rates of the representations
are based on the bit rates adopted by YouTube. In the follow-
ing, we focus on 720p and 1080p which are nowadays consid-
ered as the de facto standard. The movies have been encoded
according to Section IV-B. Figs. 10 and 11 depict the cumula-
tive savings provided by the proposed approach over the whole
duration of Sintel relative to the size of the highest–quality
representation. For the representation with the highest bit
rate, the savings are greater than 15% for 720p and 25%
for 1080p compared to the unmodified representation, respec-

Fig. 12. Savings over time in download size relative to the total size of the
highest available bit rate (1500, 2000, and 2500 kbps) for the movie ToS in
resolution 720p.

Fig. 13. Savings over time in download size relative to the total size of the
highest available bit rate (4000, 6000, and 8000 kbps) for the movie ToS in
resolution 1080p.

Fig. 14. Average bandwidth saving over representation for video ToS and
different segment lengths.

tively. Figs. 12 and 13 depict the cumulative relative savings
for ToS for the resolutions 720p and 1080p. Our approach
generates savings of more than 10% and 20%, respectively.
Fig. 14 provides an overview of the savings for an average seg-
ment (file size) based on the representations of each resolution
and for different segment sizes. As every resolution has four
associated representations and we omit the SIQV calculation
for the lowest resolution, we refer to the representation with
the highest bit rate as high, the representation with the second–
highest bit rate as mid–high, and the representation with the
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Fig. 15. Online live demo of our SIQV approach available at https://
demo-itec.aau.at/livelab/siqv/demo/

third–highest bit rate as mid–low. The highest savings on aver-
age are obtained when the highest available resolution and bit
rate are selected which is roughly 30%. Please note that these
savings are given for the whole videos Sintel and ToS, in con-
trast to the aforementioned savings which were given for the
30-second SQA test sequences.

The last part of the case study is an estimation of potential
CDN cost savings. We model the CDN cost per year C ac-
cording to C = 12 · u · b · c , where u denotes the number of
subscribers, b denotes the average bandwidth consumption per
subscriber and month, and c denotes the data delivery cost per
GB in USD. As a case study we use Netflix [27]. According
to [28], Netflix has 69.17 million subscribers worldwide in the
third quarter of 2015. A survey on time use by the Bureau of
Labor Statistics [29] reports that a person in the USA spends on
average 2.8 hours on watching TV every day. If we extrapolate
this to a month we get 78.4 hours. According to Netflix [27]
one hour of streaming 1080p in the best quality takes three
GB per hour. In [30] it is reported that the average bandwidth of
an Internet access in the USA is approximately 9 Mbps (second
quarter 2015). Thus, we assume that the Netflix users (at least
in the USA) are capable of streaming the best quality of HD
(three GB per hour). We also assume that the client adaptation
logic remains unchanged, ignore multi-user scenarios compet-
ing for bandwidth of a network bottleneck and severe bandwidth
fluctuations. With an estimated cost of 0.025 USD per GB [31],
and an approximate yet conservative saving of 10% gained by
our approach [cf. Figs. 10–13], the yearly CDN savings are ap-
proximately 488 million USD considering our previously stated
assumptions.

D. Live Demonstration of the SIQV Approach

In order to show a working example of our SIQV approach,
we provide an online live demonstration. The demonstration
employs a Web-based DASH player (i.e., the Shaka Player pro-
vided by Google as open source) and the freely available video
sequence Tears of Steel encoded in different representa-
tions with varying bit rates and resolutions, ranging from
200 kbps@360p to 14 Mbps@1440p. We applied our SIQV
approach on the representation set according to Algorithm 1.

Fig. 15 depicts a screenshot of the demonstration. The Web in-
terface provides information about the selected representations
and their size. It further shows which representation is currently
requested by the DASH player and which is actually provided
by using our SIQV approach. The demonstration can be found
at: https://demo-itec.aau.at/livelab/siqv/demo/

V. CONCLUSION

In this paper we introduced an approach that enables a sig-
nificant reduction of bandwidth consumption for adaptive video
streaming services by exploiting the so–called statistically indif-
ferent quality variation (SIQV) adopting existing quality metrics
and models. The SIQV approach suggests that certain video rep-
resentations can be substituted with a lower bit rate representa-
tion without significantly impacting the Quality of Experience.
We conducted a crowdsourced subjective quality assessment to
confirm our findings. The results are promising and we found
that the IQV approach provides bit rate savings of up to 30%
compared to original representations using two freely available
video sequences (ToS and Sintel). We further presented a case
study providing (under reasonable assumptions) a conservative
estimation of CDN cost reductions (i.e., only 10%) and found
that, for example, Netflix could save approximately 488 million
USD per year.

Future work includes large-scale testing on actual deploy-
ments of adaptive video streaming services and fine-tuning of
the SIQV approach. In particular, we would like to investigate
whether it is worth to apply this approach at a frame level in-
stead on a per segment basis. Another topic of interest is the
experimental proof of scalability of our approach when using
more sophisticated QoE models for adaptive video streaming
services.
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