SEAMLESS CONTENT DELIVERY IN THE

FUTURE MOBILE INTERNET

AN INTEROPERABLE DELIVERY FRAMEWORK FOR
SCALABLE MEDIA RESOURCES

MICHAEL EBERHARD, CHRISTIAN TIMMERER, AND HERMANN HELLWAGNER,
KLAGENFURT UNIVERSITY
EMANUELE QUACCHIO, ST MICROELECTRONICS

XML
fragmenter

XML
streaming
instructions

gBSD X%

Media
fragmenter

Media
streaming

The authors present
an interoperable
framework for the
delivery of scalable
media resources.
The framework
provides support for
Viideo on Demand
as well as multicast
streaming.

ABSTRACT

In this article an interoperable framework for
the delivery of scalable media resources (e.g., in
the standardized scalable video coding format) is
presented. The framework provides support for
video on demand as well as multicast streaming,
and performs efficient, generic, and interoperable
adaptation of streamed content based on MPEG-
21 Digital Item Adaptation. The server as well as
the clients of the streaming framework implement
the MPEG Extensible Middleware and utilize the
MPEG Query Format for querying the available
media resources. The framework has been fully
integrated into the VLC media player. The archi-
tecture for both VoD and multicast is presented
in detail. Finally, a comparison in terms of perfor-
mance of the generic MPEG-21 metadata-based
adaptation approach to an SVC-specific adapta-
tion approach is provided.

INTRODUCTION

Today the consumption of multimedia content
over the Internet or other heterogeneous net-
works is becoming more and more important.
Due to the heterogeneity of the end users’ devices
as well as the networks, support for universal mul-
timedia access (UMA) [1] (i.e., the ability to pro-
vide multimedia content at any time on any device
with suitable quality) is a very desirable goal for
multimedia delivery systems. There has been a lot
of effort in the multimedia research community in
the last few years to ensure that multimedia con-
tent can feasibly be adapted to suit these hetero-
geneous environments. In video coding, the most
promising standard is Scalable Video Coding
(SVCO) [2], an extension to the Advanced Video
Coding (AVC) standard. SVC provides scalability
in three dimensions, temporal, spatial, and signal-
to-noise ratio (SNR) scalability, and allows a fully
scalable bitstream to be created with no more
than 10 percent of overhead in terms of bit rate
compared to a non-scalable AVC-encoded bit-
stream [2].

Although a scalable bitstream allows the lay-

ers to be extracted in a convenient way, the bit-
stream still needs to be adapted to suit con-
sumers’ usage environments. A generic and
efficient way to perform such adaptations based
on XML metadata is provided by MPEG-21 Dig-
ital Item Adaptation (DIA) [3].

In this article a framework for the interopera-
ble streaming of scalable multimedia content is
presented. The framework not only supports the
SVC extensions of AVC, but utilizes MPEG-21
DIA metadata for codec- and device-indepen-
dent adaptation of scalable content according to
usage environment conditions (e.g., terminal/net-
work capabilities) signaled by the receiving termi-
nal. These usage environment conditions —
conforming to MPEG-21 DIA — are encapsulat-
ed within the Request Content Protocol (RCP)
defined in MPEG Extensible Middleware (MXM)
[4]. MXM provides the means for an application
programming interface (API) for interoperable
access to various MPEG technologies (e.g.,
video/audio coding formats, file and transport
formats, and various description formats), which
shall enable accelerated development and deploy-
ment of new digital media products, applications,
and services. The MXM API and a reference
implementation are publicly available; for further
information the interested reader is referred to
[4]. For the initial request (i.e., to query which
media resources are available), we adopted the
MPEG Query Format (MPQF) [5]. Hence, with
the usage of the MPQF, MXM, MPEG-21 DIA,
and SVC we present a fully interoperable solu-
tion to the UMA problem while preserving effi-
ciency and considering performance.

The remainder of this article is organized as
follows. In the next section an introduction to
SVCis given. In the following section the adapta-
tion of scalable content utilizing MPEG-21 DIA
metadata is presented in detail. We then describe
the video on demand (VoD) architecture, which
allows each client to receive a separate bitstream
at suitable quality. The corresponding multicast
architecture, which provides one or more layered
bitstreams to all of the clients, is then presented.
We then provide a comparison of the MPEG-21
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Figure 1. MPEG-21 DIA metadata-based adaptation of scalable content in a streaming scenario.

DIA metadata-based adaptation approach vs. an
SVC codec-specific adaptation approach. The
final section concludes the article.

SCALABLE VIDEO CODING

The SVC extensions of the AVC standard pro-
vide different layers within one bitstream. The
standard defines three different types of scalabil-
ity: temporal scalability, which allows the selec-
tion of different frame rates; spatial scalability,
which allows different resolutions to be provid-
ed; and SNR or quality scalability, which allows
the visual quality to be influenced. One main
advantage of the SVC standard compared to
other standards is that the base layer, which rep-
resents the minimum quality of the bitstream, is
compatible with AVC and can be processed by
any AVC-conforming decoder.

As specified in the AVC standard, SVC uti-
lizes the network abstraction layer (NAL) and
video coding layer (VCL) to structure the SVC
content. Thus, all the data of an SVC bitstream
is stored in NAL units, which can be either VCL
NAL units containing data representing video
samples or non-VCL NAL units that contain
other data like parameters or supplemental
enhancement information (SEI). An access unit
(AU) contains all the VCL and non-VCL NAL
units for a single frame. The most important
parameters for SVC bitstreams are the sequence
parameter set (SPS) and picture parameter set
(PPS). While the SPS contains parameters that
remain constant for the whole video sequence,
the PPS contains parameters that might change
for every picture. In SVC, every layer has corre-
sponding SPS and PPS parameters.

If an SVC bitstream is adapted, each AU has
to be processed, and those NAL units not need-
ed for the desired quality are truncated. Addi-
tionally, some minor adjustments like updating
the number of SPS or PPS parameters have to
be performed. Compared to other adaptation
approaches like transcoding, these truncation
and minor adjustment operations can be per-
formed in a very efficient way and implemented
on most devices.

ADAPTATION OF SCALABLE CONTENT

To support the idea of UMA, a variety of scalable
codecs have been developed in recent years.
Although the adaptation of scalable bitstreams
can be performed efficiently, the adaptation pro-
cess still has to be performed by a suitable adapta-
tion engine. However, most of today’s adaptation
engines for scalable codecs are codec-specific and
hence require using different adaptation engines
for different scalable codecs. In Part 7 of the
MPEG-21 standard, DIA, a metadata-based adap-
tation approach, is defined that allows adapting all
scalable content utilizing the same adaptation
engine (i.e., codec-independent adaptation). The
adaptation process utilizing MPEG-21 DIA within
a streaming scenario is illustrated in Fig. 1.

To prepare the scalable bitstream for adapta-
tion, first a high-level metadata description of the
syntax of the bitstream, the so-called generic bit-
stream syntax description (gBSD), has to be creat-
ed. The gBSD describes the bitstream by means
of gBSDUnits, which describe content portions
that can either be kept or truncated, and Parame-
ters, which describe content portions that can be
changed during the adaptation process. Although
the gBSD is basically sufficient to adapt the bit-
stream, it has to be considered that the properties
of the usage environments of clients can change
during the streaming process. Thus, the adapta-
tion of the bitstream has to be performed in a
timed manner, to ensure that changes of clients’
usage environments are applied to the adaptation
process in a timely manner. To support such
timed adaptation, the so-called streaming instruc-
tions, which describe the timing of the bitstream’s
AUs as well as the parts of the gBSD, are added
to the gBSD. While the XML streaming instruc-
tions (XMLSI) describe how the gBSD should be
fragmented into the so-called gBSD process units
(PUs) and how the transmission of the gBSD pro-
cess units should be timed, the Media Resource
Streaming Instructions (MRSI) allow the AUs to
be localized within the bitstream and provide the
timing information for those AUs.

The adaptation process is performed as fol-
lows. The XMLSI in the gBSD are utilized to
extract the PUs from the gBSD, and the MRSI
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Figure 2. Interoperable architecture for video on demand.

are used to extract the access units from the bit-
stream. The PUs as well as the access units are
forwarded in a timed manner to ensure that the
changes are immediately visible if the adaptation
parameters are changed. The actual adaptation
process consists of two steps. First, the gBSD PUs
are transformed utilizing adaptation parameters.
During this transformation process, the gBS-
DUnits of the NAL units that are not needed for
the adapted bitstream are truncated, while the
Parameter elements that need to be changed dur-
ing the adaptation process are adjusted. This
transformation is based on a style sheet, which
describes how the gBSD for a specific codec
needs to be transformed. The commonly used
way to perform the style sheet transformation is
by using an Extensible Stylesheet Language for
Transformations (XSLT) library. Second, after the
transformation of the gBSD PUs, the transformed
PUs are used to extract the adapted access units.
This adaptation of the access units is performed
by the gBSDtoBin process. The resulting adapted
access units are finally streamed to the user. As
both the XSLT transformation and the gBSDto-
Bin process are normatively specified in their
respective standards, the actual adaptation of the
scalable bitstream is performed solely based on
metadata (i.e., gBSD and XSLT stylesheet) and
hence is coding-format-independent.

INTEROPERABLE ARCHITECTURE FOR VOD

As a first scenario, a VoD testbed was implement-
ed. The testbed consists of one server and a num-
ber of possibly heterogeneous clients. The VLC
media player provides the streaming capabilities
for both the server and the clients, and has been
extended by additional codecs to support SVC. To
enable the setup of VoD sessions based on clients’
usage properties, the VLC on the server and client
sides has been extended with an MXM MPQF
engine and an MXM request content engine. Addi-
tionally, the VLC server has been extended with
an MXM adaptation decision-taking engine (ADTE)
and an MXM media framework engine to support
the adaptation of scalable bitstreams. The detailed
procedure of how such a VoD request is handled
by our customized VoD server and client is illus-
trated in Fig. 2 and described in the following.

To start the VoD session, the client first needs
to request the available video sequences from the
server by instructing the MXM MPQF engine to

construct a query. The MPQF-conforming input
query is transmitted to the server using HTTP and
is received by the MXM MPQF engine at the
server. The engine subsequently examines the digi-
tal item repository for available items and transmits
an MPQF-conforming output query containing all
available sequences to the client. After the receipt
of the output query from the client, the user
selects one of the sequences and sets the adapta-
tion preferences for the VoD session. This infor-
mation is forwarded to the MXM Request
Content Client, and an MXM Request Content
message containing the identifier of the selected
sequence and the properties of the usage environ-
ment is created. The properties of the usage envi-
ronment are expressed utilizing the MPEG-21
DIA usage environment description (UED) and uni-
versal constraint description (UCD) [3]. While the
UED allows expressing properties such as user
characteristics, terminal characteristics, network
characteristics, or properties of the natural envi-
ronment, the UCD allows further constraints to be
imposed on the properties of the UED. The MXM
Request Content message containing the
UED/UCD is transmitted to the server by means
of HTTP. The MXM Request Content engine at
the server responds with an MXM Request Con-
tent Response message that contains a personal-
ized Real Time Streaming Protocol (RTSP) URL
that can subsequently be used by the client to start
the streaming session tailored to its capabilities.
To support these functionalities on the client
side, an MXM user interface including the MXM
MPQF engine, the MXM request content
engine, and an optimized SVC decoder have
been integrated into the VLC media player. The
MXM user interface requests the available
sequences from the server and presents them to
the user. The user can select the desired
sequence and set the adaptation parameters
(i.e., width/height, frame rate, bit rate) for the
VoD session. In real-life applications, the adap-
tation parameters might be set automatically
according to the capabilities of the user’s termi-
nal or the bandwidth of the connected network.
At the server, the MXM interface, including
the MXM MPQF engine, the MXM request con-
tent engine, and the MXM ADTE, handles
requests from clients. After receipt of the MXM
Request Content message, the decision of how to
adapt the SVC bitstream needs to be made. Thus,
the UED/UCD are extracted from the request
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Figure 3. Interoperable architecture for multicast streaming [7].

message and forwarded to the MXM ADTE. To
make the adaptation decision, the ADTE also
accesses the adaptation QoS (AQoS) [3] descrip-
tion of the desired bitstream from the digital item
repository. The AQoS describes the layers of the
SVC bitstream and allows the properties of the
usage environment to be matched with the avail-
able adaptation capabilities of the bitstream. The
resulting adaptation parameters are stored as
global VLC parameters to make them easily
accessible during the streaming process.

The actual adaptation is performed during the
streaming process. Every access unit is forwarded to
the adaptation engine, which has been integrated
into the VLC as a packetizer module. The choice
to implement the adaptation engine as a packetizer
was made because of its position during the pro-
cessing of multimedia content. The packetizer
receives the multimedia data after demuxing and
before the data is encapsulated into RTP packets.
Thus, the adaptation engine does not have to con-
sider the file format or try to keep the RTP packet
structure; it only has to focus on the adaptation of
the scalable content. The adaptation engine per-
forms adaptation based on the gBSD PUs as
described in the previous section, and the globally
stored adaptation parameters are used as parame-
ters for style sheet transformation. As each AU is
adapted independently, and the AUs are provided
to the packetizer in a timed manner, the adaptation
parameters can be changed dynamically. Thus,
when the client wants to change the adaptation
parameters, the request content message is sent
again to the MXM interface utilizing the session
identifier, the adaptation decision is made again,
and the globally stored adaptation parameters are
updated. On receipt of the next access unit, the
update of the parameters is visible at the client.

To demonstrate that the interoperable deliv-
ery framework is also well suited for accessing
content on mobile devices, the client has been
ported to ST-Ericsson’s STn8810-Nomadik plat-
form [6]. For the porting, the VLC has been
cross-compiled for ARM processors, and an
ARM-optimized AVC decoder plug-in has been
integrated into the VLC instead of the opti-
mized SVC codecs. As the SVC base layer is
fully compatible with AVC, the client on the
mobile platform could successfully receive and
decode the bitstreams at base layer quality.
Finally, please note that the mobile platform
used for the porting of the framework (i.e.,
STn8810) has been replaced by newer models
(e.g., STn8815, STn8820) in the meantime.!

INTEROPERABLE ARCHITECTURE FOR
MULTICAST

While the VoD scenario aims to provide each
client with an individual bitstream tailored to the
client’s usage environment, the multicast sce-
nario aims to save bandwidth by providing the
same layered bitstream to all clients. The testbed
of the multicast scenario consists again of one
multicast server and a number of multicast
clients. For each SVC layer, a separate RTP
multicast session is started, and each of the lay-
ers can be subscribed to by clients depending on
their usage environment properties.

The information about the properties of the
SVC layers is provided to all the clients in the
format of the Session Description Protocol
(SDP) and is distributed utilizing the Session
Announcement Protocol (SAP). In addition to
the information about the streaming sessions,
the SDP description contains the SPS and PPS
parameters, which are encoded in base64. Fur-
thermore, the scalability parameters (i.e., the
resolution, frame rate, and bit rate) are provid-
ed within the SDP description. These parame-
ters are subsequently used by the clients to
decide to which of the layers to subscribe. The
architecture of the multicast scenario is illus-
trated in Fig. 3.

The multicast server continuously broadcasts
the SDP description utilizing SAP to all of the
multicast clients. The SDP description contains
all the information needed to start the streaming
process with the desired layers. Furthermore, the
server performs a multicast of all the scalable
layers in separate RTP sessions.

The multicast client stores the information of
all the received SDP descriptions to create a
playlist and allow the user to choose the pre-
ferred stream. After the selection of the bit-
stream, the information about the layers of the
bitstream is extracted from the SDP descrip-
tion. The information about the layers is uti-
lized to create the AQoS description. The
preferences and usage environment properties
that are locally available are formatted as
UED/UCD and are utilized together with the
AQoS description by the ADTE to make the
adaptation decision in exactly the same way as
is done on the server in the VoD scenario.
Based on the resulting adaptation parameters,
the client subscribes to the appropriate layers
of the SVC bitstream, and the streaming of the
multimedia data is started.

L http://www.stericsson.

com/platforms/nomadik.

Jsp
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COMPARISON TO
CODEC-SPECIFIC ADAPTATION

To evaluate the performance of our codec-inde-
pendent MPEG-21 DIA metadata-based adapta-
tion approach in comparison to an SVC-specific
adaptation approach, the metadata-based
approach has been compared to the BitstreamEx-
tractor of the JSVM reference software 9.1 [8]. To
perform a feasible comparison of the two adapta-
tion approaches, the offline adaptation of a num-
ber of sequences has been measured. First
measurements have shown that the metadata-
based approach clearly outperforms the reference
software [9]. The main reason for the perfor-
mance gain of the metadata-based approach is
that the gBSD clearly indicates which parts of the
bitstream need to be copied. Thus, only those
parts of the bitstream that are actually needed for
the adapted bitstream are processed. On the
other hand, the JSVM reference software always
needs to parse the complete bitstream to locate
the NAL units needed for the adapted bitstream.
This behavior results in poor performance com-
pared to the metadata-based approach if adapta-
tion to a lower quality variant is performed.
Additionally, the performance measurements
have been utilized to identify the bottlenecks for
both approaches and to optimize them [7]. For the
metadata-based adaptation approach, the style
sheet transformation was identified as the main
bottleneck. Thus, alternatives to the traditionally
used XSLT libraries have been investigated. After
some evaluations, the usage of a generic libxml-
based? adaptation interface has been found to be
the fastest way to transform the XML metadata
documents while still keeping the transformation
process codec-independent. For the BitstreamEx-

tractor application, the processing of the complete
bitstream, no matter which parts of the bitstream
were required, has been identified as the main rea-
son the BitstreamExtractor showed poorer perfor-
mance than the metadata-based adaptation
approach. As the NAL unit headers provide only
the scalability parameters but no length informa-
tion, the BitstreamExtractor has to parse even
NAL units that are not needed for the adapted bit-
stream, because it needs to find the start code for
the next NAL unit. To avoid this overhead, two
improvements were implemented. First, length
information has been added to the NAL unit head-
er, which makes sure that the BitstreamExtractor
only has to parse the headers and needs to process
only those parts of the bitstream which are really
required for the adapted bitstream. Second, a cus-
tomized and lightweight BitstreamExtractor appli-
cation has been implemented, which does not aim
to provide the full functionality of the JSVM refer-
ence software’s BitstreamExtractor but just tries to
adapt the bitstream as efficiently as possible. The
results of the initial as well as optimized implemen-
tations are depicted in Fig. 4 for the sequence Ice,
which contains a base layer and three enhance-
ment layers. The results are shown for one
sequence only, but the measurements have been
performed for a number of sequences and all
results have been very similar. In the figure, Layer
2 indicates the time it takes to generate an adapted
bitstream including all layers up to (and including)
layer 2, while Layer 0 indicates the time it takes to
generate an adapted bitstream with the lowest
quality (i.e., containing only the base layer). Layer
3 is not shown as it represents the highest quality
and is available without applying any adaptation.
The results for the original implementations
of the JSVM reference software and the metada-
ta-based approach confirm what has been men-
tioned before: the metadata-based approach
shows clearly better performance when an adap-
tation to a lower quality level is performed. This
is mainly due to the behavior of the gBSDtoBin
process, which only needs to process those data
needed for the adapted bitstream, while the Bit-
streamExtractor always has to parse the entire
bitstream. Compared to the original implemen-
tations, the performance for both optimized
implementations has been significantly improved.
For the metadata-based adaptation approach,
this improvement is due to the usage of the
generic libxml-based adaptation interface instead
of an XSLT library. For the BitstreamExtractor,
the improvement is due to the usage of length
information in the NAL unit headers. As the
BitstreamExtractor can utilize the length infor-
mation to directly access the NAL unit headers
instead of parsing the bitstream until the NAL
unit start code is found, the performance
improves. However, the JSVM reference soft-
ware’s implementation of the BitstreamExtractor
is not intended to utilize length information,
which leads to constant performance of the
adaptation process even if an adaptation to
lower quality levels is performed. The full bene-
fit of the usage of length information in the
NAL unit headers is exploited by the customized
BitstreamExtractor, which provides an optimized
and lightweight implementation. The customized
BitstreamExtractor clearly outperforms all other

62

IEEE Wireless Communications * October 2009

Authorized licensed use limited to: Universitaet Klagenfurt. Downloaded on November 9, 2009 at 02:25 from IEEE Xplore. Restrictions apply.



implementations, and its performance improves
if adaptation to a lower quality variant is per-
formed. However, the customized BitstreamEx-
tractor performs a codec-specific adaptation of
SVC content and does not provide the full func-
tionality of the JSVM reference software’s Bit-
streamExtractor.

CONCLUSION

In this article an interoperable framework for
the streaming of scalable multimedia content has
been presented. The framework allows the deliv-
ery of scalable content to users tailored to their
preferences and the capabilities of their termi-
nals. The adaptation of the content is performed
in an efficient and codec-independent way by
utilizing MPEG-21 DIA metadata, implementing
the MXM, and adopting the MPQF. The frame-
work provides support for both VoD and multi-
cast streaming. On one hand, the VoD
implementation allows each client to consume a
separate bitstream at the desired quality. The
desired quality is communicated to the server by
utilizing the MPEG-21 DIA UED and UCD. On
the other hand, the multicast implementation
provides a layered stream arrangement to all
clients. For this scenario the client achieves the
desired quality by subscribing to the suitable lay-
ers, which are described by the SAP/SDP
announcement. The decision of to which layers
to subscribe is again made based on MPEG-21
DIA metadata. Furthermore, the porting of the
framework’s client to ST-Ericsson’s Nomadik
platform has been described to demonstrate that
the framework works well with mobile devices.
The results of the performance evaluations show
that the codec-independent metadata-based imple-
mentation performs significantly better than the
codec-specific implementation of the JSVM refer-
ence software if an adaptation to lower quality lev-
els is desired. Furthermore, bottlenecks for both
adaptation approaches have been identified and
optimizations of both approaches have been pro-
posed. While the generic libxml-based transforma-
tion interface significantly improves the
performance of the metadata-based adaptation
compared to the usage of an XSLT library, the
usage of length information in the NAL unit head-
ers improves the performance of the BitstreamEx-
tractor as it does not have to process NAL units
that are not needed for the adapted bitstream.
However, the implementation of the optimized and
lightweight BitstreamExtractor shows that there is
still a lot of potential for further improvements in
both approaches, although the optimized Bit-
streamExtractor does not provide the codec inde-
pendence of the metadata-based adaptation or the
full functionality of the JSVM reference software.
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