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Abstract

Real-time entertainment (mainly audio/video streaming) is responsible for the largest traf-

fic share in today’s networks. Social and entertainment platforms such as YouTube, Netflix

and Facebook provide a tremendous amount of multimedia content to their global cus-

tomers via the Internet. With the ever growing popularity of these services, the Internet

is struggling to suffice the continuously increasing requirements demanded by applications.

In particular, the demands go far beyond the intent of the Internet’s original design. Archi-

tectural and legacy design choices lead to issues, the solutions to which are neither efficient

nor elegant. One approach to tackle these challenges is Information-Centric Networking

(ICN), a new concept for today’s Internet. The idea is to base the network’s principal

communication model on the most important item, namely the content to be transferred.

This novel concept provides significant opportunities to enhance networking. In this thesis

we investigate how ICN can be used as an enabler for effective multimedia dissemination.

As a first step we analyse the technology’s characteristic capabilities and their potential

benefits for content distribution in future networks. We develop an analytical model taking

account of the main building blocks (network-inherent caching, multi-path forwarding) and

compare the obtained upper bound to the current state of ICN considering the scenario of

pull-based adaptive multimedia streaming. The results show that there exists a significant

gap between the promised and the realized performance, largely caused by ineffective In-

terest forwarding strategies. Therefore, we design and implement a novel probability-based

forwarding strategy named Stochastic Adaptive Forwarding (SAF), which provides effec-

tive multi-path forwarding, identifies unknown cached content replicas and deals with local

topology changes without guidance from the routing plane. The results indicate that SAF

brings ICN one step closer towards effective content distribution. In particular, we show

that it is important to consider context information in the forwarding plane. This includes

content characteristics and application demands. SAF is the first strategy that takes ac-

count of context information that can be supplied by the network operators. Furthermore,

this work provides a framework for a testbed that can be used by researchers to readily

deploy an ICN-based testbed. This allows researchers to conduct experiments on physical

hardware providing deeper insights on proposed algorithms than network simulations or

analytical methods could ever do. We use the testbed to validate our results concerning

multimedia delivery in ICN, and conduct network emulations investigating the performance

of SAF and its competitors. Furthermore, we compare the results of network emulations to

the findings obtained from simulations to assess their validity. Both simulations and emula-

tions show that our SAF approach provides a significant step towards effective multimedia

content distribution in ICN.
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Kurzfassung

Das Streaming von Audio- und Videoinhalten ist heutzutage für den Großteil des Inter-

netverkehrs verantwortlich. Soziale Netzwerke und Unterhaltungsplattformen wie zum Bei-

spiel YouTube, Netflix und Facebook bieten ihren global verteilten Kunden unvorstellbar

umfangreiche Datenmengen multimedialen Inhalts an. Seit der aufkommenden Popularität

dieser Services steht die heutige Internetinfrastruktur unter massivem Druck, da die Ver-

teilung solch enormer Datenmengen im Internet ursprünglich nicht vorgesehen war. Ar-

chitekturbedingte Herausforderungen und ein von Altlasten geprägtes Design führen zu

Problemen, deren Lösungen weder effizient noch elegant sind. Ein Ansatz, diese Herausfor-

derungen zu meistern, ist Information-Centric Networking (ICN), ein neuartiges Konzept

für die Architektur des zukünftigen Internet. Die Idee dabei ist, das grundlegende Kom-

munikationsmodell auf das zentrale Element der Kommunikation zu fokussieren, nämlich

auf die zu übertragenden Inhalte. Diese grundlegende Änderung ermöglicht umfangreiche

Verbesserungen. Diese Arbeit untersucht, wie ICN-Technologie zur Effizienzsteigerung bei

der Verteilung von Multimediainhalten hilfreich sein kann. Als ersten Schritt analysieren

wir die Möglichkeiten dieser neuwertigen Architektur und deren potenziellen Einfluss auf

die Inhaltsverteilung in zukünftigen Netzwerken. Wir entwickeln ein analytisches Modell zur

Abschätzung der möglichen Performancesteigerung unter Berücksichtigung der wesentlichen

Vorteile (Multi-Path-Forwarding und netzwerk-inhärentes Caching) am Beispiel von pull-

basiertem adaptiven Multimedia-Streaming. Die Ergebnisse zeigen, dass es aktuell einen

signifikanten Unterschied zwischen der versprochenen Effizienz und den tatsächlich erreich-

baren Ergebnissen unter der Verwendung von ICN-Technologie gibt. Die Ursache dafür

liegt in der schlechten Performance existierender Forwarding-Strategien. Aus diesem An-

lass entwickeln wir Stochastic Adaptive Forwarding (SAF), eine neue wahrscheinlichkeits-

basierte Forwarding-Strategie, die effektives Multi-Path-Forwarding ermöglicht, Datenko-

pien im Netzwerk aufspüren kann und mit lokalen Veränderungen der Netzwerktopologie

ohne Hilfestellung des Routing zurecht kommt. Die Resultate zeigen, dass SAF das ICN-

Konzept einen Schritt näher zum gewünschten Ziel der effektiven Datenverteilung in Netz-

werken bringen kann. Im Besonderen konnten wir zeigen, dass die Berücksichtigung von

Kontextinformation beim Treffen der Forwarding-Entscheidung vorteilhaft ist. SAF ist die

erste Strategie, die bereitgestellte Kontextinformation auswerten kann. Des Weiteren wird

in dieser Arbeit ein Framework für eine ICN-basierte Testumgebung bereitgestellt. Die dar-

gestellte Testumgebung ermöglicht Forschern zusätzlich zu analytischen Betrachtungen und

Simulationen, Emulationen auf physischer Hardware durchzuführen. Wir nutzen solch eine

Testumgebung für Experimente bezüglich der Perfomanceeinschätzung von SAF. Darüber

hinaus vergleichen wir diese Ergebnisse mit jenen von Simulationen, um deren Korrektheit

beurteilen zu können. Sowohl die Netzwerksimulationen als auch die Emulationen zeigen,

dass SAF ICN einen Schritt näher zum gewünschten Ziel effizienter Verteilung von Multi-

mediainhalten in zukünftigen Netzwerken führt.

XI





CHAPTER

1 Introduction

”We can only see a short distance ahead,

but we can see plenty there that needs

to be done.”

— Alan Turing, 1912∗ - 1954†

This chapter motivates the importance of multimedia dissemination in today’s and fu-

ture networks. By looking back to the early days of the Internet, we state essential problems

arising from the Internet’s legacy architecture as well as from the increasing user and ap-

plication demands resulting in Internet ossification. Subsequently, we state the research

objectives and contributions of this thesis. These cover the topic of effective multimedia

dissemination in Information-Centric Networking (ICN), where ICN is a nascent approach

for the Future Internet. Finally, this chapter outlines the structure of this thesis.

1.1 Motivation

Let us put ourselves back to the 1960s, to the time when the foundation of today’s In-

ternet was laid. Back then, it was inconceivable that streaming multimedia content over

packet-switching networks will ever be possible. Since then, the Internet evolved from the

idea of sharing scarce resources within a limited geographical area to a service oriented

global communication infrastructure. Nowadays, multimedia entertainment platforms such

as YouTube and Netflix are no more fiction, but responsible for more than 67.4% of the

peak traffic composition in North America for fixed access networks as reported by Sand-

vine [1]. Similar figures are valid for Asia and Europe, as well as for mobile access networks

on these continents. Considering that the monthly global Internet traffic was 59.9 exabytes

(1018) in 2014 as reported by Cisco [2], more than 450 exabytes of multimedia content were

distributed over the Internet in 2014. Furthermore, Cisco predicts that the monthly global

Internet traffic will exceed 167 exabytes in 2019 [2], and as the popularity of multimedia

entertainment (mainly audio-/video streaming, see Figure 1.1) is continuously increasing

since the last decade [1], the yearly distributed multimedia content will very likely exceed

the zettabyte (1021) boundary.
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Figure 1.1: The traffic share caused by multimedia entertainment in North America for
fixed access networks during peak traffic periods since 2009 [1].

The Internet is a network of networks. It evolved from the world’s first experimental

packet-switching network, which is denoted as the Advanced Research Projects Agency

Network (ARPANET) [3] and was funded by the US Department of Defense. In conjunc-

tion with the Internet Protocol (IP) [4], the ARPANET provide the foundation of today’s

Internet. All Internet-based applications, e.g., the World Wide Web (WWW), electronic

mail, and multimedia streaming, rest on IP’s host-based communication principle. Actually,

this architecture has never been intended to become as widespread as it is nowadays. The

continuously growing amount of transmitted data, the trend to equip everyday items with

communication capabilities (Internet of Things [5]), and the increasing user expectations

push the Internet towards its operational limits [6]. A common example to reinforce this

statement is the depletion of the IPv4 address space in 2011 [7]. Moreover, as a general

purpose network, the Internet has to support a wide range of applications. It is a large

challenge to fulfil the broad spectrum of requirements caused by varying application de-

mands. This situation is further aggravated by the fact that the Internet is used by many

applications in a way for which its underlying architecture is disadvantageous, and actually

has never been intended for. For example, consider the video sharing platform YouTube.

Their operators have to invest tremendous effort (and money) for content dissemination
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strategies, since today’s Internet does not inherently provide the capabilities to distribute

(on-demand) multimedia content at a large scale. Supporting measures such as Content

Delivery Networks (CDN) [8] are required to tackle this and related challenges. Still, there

are a vast number of applications that have different demands requiring various supporting

measures and technologies leading to solutions that are neither efficient nor elegant [9].

The Internet only just works. – Handley [9]

As Handley’s article points out, today’s Internet is working, providing humanity with

a global infrastructure. Handley emphasizes that the Internet was never designed for a

particular problem. Instead, it provides a general purpose network supporting a wide range

of applications. However, he also points out that times are changing and that the Internet

suffers from adopting new solutions to fulfil the continuously growing amount and variety

of demands. Although the Internet provides most of the functionality required, it becomes

harder and harder to adapt to new requirements as legacy design choices restrict the op-

portunities. The keyword is Internet ossification. It describes the fact that it is practically

impossible to alter legacy standards as they are implemented by billions of devices (maybe

even in hardware). For instance, the infamous and long-lasting transition from IPv4 to

IPv6 is a striking example. Eventually, all these issues lead to the situation that researchers

and industry investigate new architectural concepts to overcome current restrictions in the

Future Internet (FI). The term FI encompasses all ongoing efforts [10–13] that deal with

the design of new architectures, communication paradigms, and technologies for the future

Internet. With this thesis we want to support the FI community by identifying challenges

and proposing promising approaches that enable efficient multimedia content distribution

in tomorrow’s networks.

As previously indicated, real-time entertainment is the predominant traffic source in

today’s networks. Therefore, this thesis focuses in particular on multimedia dissemination

in Information-Centric Networking (ICN) [14]. ICN is a nascent candidate for the Future

Internet, especially as it got a lot of momentum from researchers and industry in recent

years. In particular, we investigate pull-based adaptive multimedia streaming in Named Data

Networking (NDN) [15], where NDN is a concrete implementation of the ICN concept.

Information-centric networks promise effective content dissemination due to mechanisms

such as network-inherent caching, multi-path forwarding, and context- and content-aware

dissemination strategies. These mechanisms represent core components of information-

centric networks that are aggregated in a novel strategy layer. This thesis investigates the
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interplay of the strategy layer with pull-based adaptive streaming, identifies performance

gaps, and presents enhancements to ICN/NDN to further improve multimedia dissemination

in these future networks.

1.2 Research Objectives and Contributions

The overall research objective of this thesis is to bring the concept of ICN one step closer to

an effective Internet architecture for the dissemination of multimedia content. Therefore,

this thesis analyses in particular the approach of Named Data Networking and its promises,

and identifies open challenges. Furthermore, this dissertation tries to tackle some of them,

especially in the research field of adaptive Interest forwarding strategies. The following list

includes the main research objectives of this thesis:

(1) to investigate the main architectural concepts of ICN/NDN that are proposed as

enablers for effective content delivery in the Future Internet;

(2) to provide an analytical assessment for the possible performance of content delivery

in ICN/NDN networks;

(3) to match the state-of-the-art performance of ICN/NDN with the analytical assess-

ment identifying a potential gap revealing yet unsolved/unknown challenges;

(4) to analyse strengths and weaknesses of the strategy layer in ICN/NDN concerning

content distribution efficiency. In particular this includes the mechanisms of adaptive

multi-path forwarding and in-network caching;

(5) to identify the role of content and context awareness for effective multimedia distri-

bution concerning ICN’s/NDN’s strategy layer by investigating a multimedia delivery

scenario encompassing applications with various demands;

(6) to assess and compare the performance of the relevant concepts in the strategy layer

in both simulated and physical environments.

This thesis has made several contributions to the field of ICN, especially concerning

multimedia dissemination in these future networks. More than 10 refereed scientific research

papers have been published (cf. Page VII) that provide the contributions of this thesis. The

following list includes the main research contributions of this thesis:
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(1) an analytical model that provides the upper bound for pull-based multimedia delivery

in NDN considering multi-path transport and in-network caching;

(2) a detailed investigation of pull-based adaptive streaming in NDN;

(3) the identification of open challenges in the strategy layer, especially concerning state-

of-the-art approaches for multi-path forwarding;

(4) the design and implementation of a novel probability-based forwarding strategy that

performs significantly better in multimedia and classical data delivery scenarios than

state-of-the-art competitors;

(5) the first steps towards a context-aware forwarding plane, by providing a strategy that

is able to consider user-supplied context information for packet forwarding;

(6) the design and implementation of a low-cost NDN-based testbed that can be readily

set up and used to investigate ICN technologies under realistic settings;

(7) a detailed performance investigation and comparison of existing forwarding strategies

in simulated and physical deployment scenarios.

1.3 Thesis Structure

This thesis is structured into seven chapters pursuing the objective of effective multimedia

dissemination in ICN, as has been motivated in Chapter 1. Chapter 2 provides the neces-

sary technical background and related work for this dissertation. The chapter introduces

the basic principles of ICN, with on focus on Named Data Networking, which will be used

as ICN representative for this work. Furthermore, Chapter 2 provides details about content

dissemination and its classification in ICN. As this thesis focuses on the topic of pull-based

adaptive streaming, we further introduce the principles of adaptive streaming and illustrate

existing approaches in the ICN domain. Then, Chapter 3 investigates the promises of ICN

that are put forward by the research community as Future Internet technology enabling ef-

fective content dissemination. First, the chapter illustrates the promises of network-inherent

caching, adaptive multi-path forwarding, and context- and content-aware data delivery by

investigating simplified use cases. Then, we model a more complex scenario trying to obtain

the performance potential. The results show that ICN-based content delivery is superior

to classical IP-based content delivery. However, we also identify that there is a significant

Page 5



Chapter 1. Introduction

gap between the potential performance (which is derived from analytical modelling) and

the practically obtainable one. Therefore, Chapter 4 proposes a new adaptive Interest for-

warding strategy, as we conclude that existing strategies are not able to fully utilize the

opportunities provided by ICN. The strategy is designed to exploit all options and is based

on a probabilistic approach. Chapter 5 discusses the importance of context awareness in

the forwarding plane and investigates its influence on the content delivery performance with

respect to different (multimedia) applications. Moreover, this chapter presents an exten-

sion to the developed strategy in Chapter 4, which uses the strategy’s design to enable

the consideration of context information in the forwarding plane. Chapter 6 provides a

framework for an ICN testbed on so-called Banana Pi Routers, which are low-cost single

board computers. We use the proposed testbed to validate our previously obtained results

under real-world constraints. This also includes further evaluations considering new per-

spectives that are not accessible in simulated environments (e.g., power consumption, CPU

usage, etc.). Finally, Chapter 7 summarizes our findings regarding effective multimedia

dissemination in ICN and concludes this thesis.
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CHAPTER

2 Technical Background

and Related Work

”If I have seen further, it is by standing

on the shoulders of giants.”

— Bernard of Chartres, 1124†

This chapter discusses the necessary technical background and the related work rele-

vant for this thesis. The reader is provided with a basic understanding and terminology

of the relevant subjects. Specific approaches, algorithms, protocols, etc. relevant for the

individual chapters are presented within the appropriate chapter’s context. Section 2.1 in-

troduces the concept of Information-Centric Networking (ICN), which proposes a paradigm

shift from IP’s host-based communication model to a content-oriented one. The paradigm

shift is motivated by presenting challenges and inconveniences that users encounter in IP-

based networks, that can be overcome by introducing the principles of ICN at the network

layer. Since this thesis focuses on the specific ICN approach called Named Data Networking

(NDN), Section 2.2 provides a detailed overview of the NDN architecture. Section 2.3 intro-

duces related work regarding multimedia dissemination in ICN with a focus of pull-based

multimedia streaming approaches in ICN. Especially, the principles of adaptive streaming

will be discussed with a focus on MPEG-DASH. We argue that the concept of MPEG-DASH

can be readily adopted to the ICN domain.

2.1 Information-Centric Networking

This section provides the basic idea of Information-Centric Networking (ICN) to the reader

by: i) briefly motivating the paradigm shift from IP’s host-based communication to a

content-oriented one (cf. Subsection 2.1.1); ii) illustrating the ICN communication model

(cf. Subsection 2.1.2); iii) discussing concrete ICN approaches and summarizing their key

concepts and differences (cf. Subsection 2.1.3).
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2.1.1 Motivation for a Content-Oriented Paradigm

Users appreciate the Internet for the possibility to share and fetch data easily. However,

due to today’s host-based communication model implemented by IP, there are several in-

conveniences. In the following we briefly discuss a (small) subset of them, because they

provide a good motivation for the proposed paradigm shift foreseen by ICN.

Using IP, the first obstacle for fetching data or using a service is that consumers need

to be aware of the endpoint (IP address) that provides the desired object or service. For

instance, there is no inherent possibility for a consumer to express its demand for retrieving

the latest episode of a prominent television series without additional search and resolution

mechanisms that provide/resolve the corresponding endpoints (e.g., search engines, Domain

Name System). Furthermore, the mapping of services to endpoints strongly impedes mobil-

ity, as services are addressed by endpoints that may change in some scenarios (e.g., a VoIP

client that moves within a city may switch among different access networks frequently).

Moreover, mobile devices that often employ multiple interfaces are restricted to use only a

single one when relying on classical IP-based communication.

Another issue is the efficient usage of available network resources. For instance, if

a consumer requests the same content that has been previously requested by a nearby

host, IP is not able to fulfil the request by returning the close-by copy. Using IP, the

network is ignorant about nearby replicas. Therefore, requests will be forwarded to the

possible far away content origin wasting bandwidth resources and delaying service startup.

This unfavourable behaviour is again due to IP’s host-based communication principle that

i) defines the only valid content source in the destination address field in the IP packet’s

header; and ii) provides no information about the content/service that has been actually

requested preventing transparent network caching.

The last issue that we want to mention that motivates a paradigm shift in networking

is the lack of inherent security in IP. Neither an IP packet’s integrity nor its authenticity

can be verified by its receiver or by any forwarding network entity. Again, this prohibits

the idea of network-inherent caching (as consumers can not distinguish legitimate copies

from manipulated data), but even worse, this also results in vulnerabilities to a broad range

of attacks (e.g., (Distributed) Denial of Service attacks) since attackers may easily forge

legitimate-looking fake packets.

Currently, the majority of these challenges can be counteracted only at the application

or transport layers. However, the displacement of these issues on higher layers often results
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in solutions which are neither efficient nor elegant. For instance, recall the issue of effi-

cient resource consumption that could be addressed by returning nearby content replicas.

In IP-based networks, this challenge is tackled on the application layer by the usage of

Content Delivery Networks (CDNs), which place (cache) popular content near the network

edge on dedicated servers. Nevertheless, the provision and maintenance of CDNs is costly

and requires a lot of effort, which could be greatly reduced if already the network itself

provided some inherent caching mechanism. To overcome the previously listed challenges,

ICN foresees a radical paradigm shift. The idea is to introduce a new architecture that

focuses on the most important elements of today’s computer networks, namely the content

to be transferred. Introducing a content-oriented communication model that eliminates

the assignment of endpoints to services and contents, provides significant opportunities to

enhance networking. Furthermore, as will be discussed in the following subsections, ICN

incorporates security within the content (transmitted packets) enabling authenticity and

integrity verification already at the network layer.

2.1.2 The ICN-based Communication Model

The basic communication model of an ICN is illustrated in Figure 2.1 [14, 16]. In ICN

every object that is shared via the network is given a name. For instance, in the example

network illustrated in Figure 2.1 we have four named objects {A,B,C,D}. The aggregate

of all objects is denoted as the content catalogue. Assuming that a user is interested in the

object named B he/she emits a message representing his/her interest. Then the network

is responsible to retrieve a trustable copy of B. This copy can either be retrieved from the

content origin or from a nearby host maintaining a replica, as shown in Figure 2.1.

Note that the communication can be issued over untrusted connections and even the

host providing the replica can be untrusted. But how is it possible that the receiver can be

sure that a valid copy of the requested object has been obtained? The answer is content-

based security. ICN introduces a new security paradigm to networking that is content-

oriented rather than connection-oriented. The basic idea of content-based security [17–19]

is illustrated in Figure 2.2 and rests on the idea of self-authenticating data objects ensuring

integrity, authenticity and eventually the trust that is placed in received replicas. Content

publishers can achieve this by creating an inextricable linking between the content, its given

name and the publisher’s identity, e.g., by using a cryptographic hash function. Then the

Page 9



Chapter 2. Technical Background and Related Work

A

B
C

get object B

A

C

B
B

D

C

D

A

untrusted 

connection

trustable 

copy of B

untrusted host

ICN communication model

D

A

Original:

Replica:

x

x

content catalogue

B

Figure 2.1: The communication model of an Information-Centric Network[14]. The con-
tent catalogue contains a set of named objects. A user requests objects by name and the
network is responsible to return a trustable copy of the object.

Figure 2.2: Content-based security foresees to protect the content itself by creating an
inextricable linking between content name, data and its publisher forming a self-identifying
authenticated packet [17–19].

linking is digitally signed using public-key cryptography [20]. The principle of content-

based security provides ICN significant advantages over IP-based networks, e.g., it is one

key enabler for network-inherent caching enhancing content dissemination.
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2.1.3 ICN Implementation Approaches

As can be seen from the Figure 2.1, the general communication model of an ICN is actually

quite simple. However, there are plenty of implementation and research challenges (efficient

naming, routing, caching, object resolution, etc.). In research, a large set of challenges tend

to lead to an even larger set of solutions, and therefore there is a decent amount of concrete

implementations that define their own vision of an ICN (see below). Most approaches

are results of extensive research projects that have been (or still are) carried out within

the context of Future Internet research. We shortly outline the fundamentals of the most

important approaches in chronological order. Therefore, this list also provides a historical

review indicating the advancements of the ICN paradigm over time:

� TRIAD: The Translating Relaying Internet Architecture integrating Active Directories

as proposed by Cheriton et al. [21, 22] from Stanford can be seen as the pioneering work

on the ICN topic. TRIAD introduces a content layer that identifies content via Uni-

form Resource Locators (URLs). Content can be read or written via so-called network

pointers realized via HTTP/TCP connections. The layer is implemented by content

routers that are responsible for directing requests towards the content servers or con-

tent caches. Cheriton et al. already proposed the idea of content transformers, entities

that transform content in response to characteristics of the requesting clients and their

network connections.

� DONA: The Data-Oriented (and Beyond) Network Architecture as proposed by Ko-

ponen et al. [23] provides a new method of how Internet names are structured and

resolved. The authors indicate that the concept of DONA is based on TRIAD [21], as

well as on the Host Identity Protocol [24] and the idea of self-certifying pathnames [25].

The aim is to replace today’s Domain Name System (DNS). DNS names are substi-

tuted with flat, self-certifying names, while DNS resolution is replaced by a name-based

anycast primitive, which is located above the IP layer. DONA uses so-called resolu-

tion handlers that provide name resolution via the two basic primitives FIND and

REGISTER. The REGISTER command is used to set up the necessary state in the

resolution handlers, which is then used to look up the requested content via the FIND

primitive. DONA considers multi-homing allowing FINDs to look up multiple paths,

which can be used for data transfer simultaneously.

� PSIRP/PURSUIT: The Publish-Subscribe Internet Routing Paradigm as proposed
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by Lagutin et al. [26] decouples the sender and receiver of a data object in time and

space by introducing a persistent, immutable association between an identifier and

the corresponding data denoted as the publication. The PSIRP architecture consist of

four distinct parts: i) rendezvous, a middleman between publishers and subscribers

matching data sources hosting a publication with subscribers; ii) topology, a man-

ager for the physical network, configures internal and external routes reacting to error

conditions and considering load balancing; iii) routing, an administrator maintaining

the delivery tree for each publication and caches popular content at branching points;

iv) forwarding, a forwarder delivering the actual publications to the subscribers along

the efficient delivery tree. Publish-Subscribe Internet Technologies (PURSUIT) [27]

is the follow up EU FP7 projected of PSIRP with the aim to refine the PSIRP ar-

chitecture. There is an open source implementation of PSIRP/PURSUIT denoted as

Blackhaw available at [28].

� NetInf: The foundation of the Network of Information as proposed by Dannewitz

et al. [29, 30] was laid in the EU FP7 project 4WARD [31] and is continued in the

Scalable and Adaptive Internet Solutions (SAIL) project [32]. The objective of NetInf

is to introduce information as the first-class citizen in today’s networks. So-called

Information Objects represent information at a high level, e.g., a picture of the Eiffel

Tower. Data Objects are bit-level specific instantiations of Information Objects, e.g.,

the picture of the Eiffel Tower hosted on the Wikipedia article about Paris. Location

and data is separated using a flat but structured name space, and name resolution is

implemented via Distributed Hash Tables. There is an open source implementation of

NetInf denoted as OpenNetInf available at [33]. The software package includes a plugin

for the Web browser Mozilla Firefox that provides browser access for NetInf-enabled

Websites, and an extension to the email client Mozilla Thunderbird that enables the

representation of peoples’ email addresses as Information Objects.

� CCN: Content-Centric Networking as proposed by Jacobson et al. [34] aims at replac-

ing IP as universal communication layer of today’s protocol suite. So-called named con-

tent chunks are introduced as the universal communication principle. Content chunks

are named based on tree-like structures enabling implicit addressing of chunks. Fur-

thermore, CCN foresees two additional layers, a dedicated security layer that is based

on content-based security methods, and a strategy layer that is responsible to opti-

mize data transport, e.g., by means of path selection in multi-path scenarios. Xerox
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PARC, the industrial maintainer of the CCN project, provides an implementation of

their prototype software denoted as CCNx [35].

� NDN: For the approach Named Data Networking as proposed by Zhang et al. [15] we

refer to Section 2.2. This approach will be discussed in detail as we take it as ICN

representative for this thesis.

For a more detailed distinction among the aforementioned approaches we kindly refer

the reader to the following two survey papers [14] and [16], and to the previously indicated

references.

2.2 Named Data Networking

Named Data Networking (NDN) [15] is probably the most elaborated ICN approach today.

The project was funded in 2010 by the US National Science Foundation and has common

roots with the CCN [35] approach. We have chosen NDN as representative of the ICN

concept because it provides the most functionality compared to the previously listed ap-

proaches in Subsection 2.1.3. The NDN project [36] offers an extensive open source software

suite including a simulator [37], a network forwarder [38] and a variety of NDN-related ap-

plications [39–41] and libraries [42, 43] that can be used for experimentation. In this section

we first introduce the fundamentals of NDN’s communication architecture including a dis-

cussion of the two basic packet types Interest and Data (cf. Subsection 2.2.1). Second,

we discuss NDN’s hierarchical name space that provides efficient content naming and also

illustrate the employed encoding (cf. Subsection 2.2.2). Then, we present the basic building

blocks of a classical NDN node (cf. Subsection 2.2.3), and finally we illustrate the prin-

ciples of packet processing (forwarding) and routing as performed by the individual nodes

(cf. Subsection 2.2.4).

2.2.1 Communication Principles

NDN foresees to replace IP as the universal communication layer of today’s Internet archi-

tecture with named chunks of data as illustrated in Figure 2.3. This changes the semantic

of data communication from delivering packets to endpoints to fetch data identified by a

given name. The transport of the chunks is guided by the newly introduced strategy layer

that includes routing, forwarding, and in-network caching considerations. Inherent network
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Figure 2.3: NDN foresees to replace IP as the universal communication layer using named
chunks of data. The transport of the chunks is guided by the newly introduced strategy
layer, while the security layer ensures data integrity and authenticity via content-based
security [15].
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Figure 2.4: High-level representations of the two basic NDN packet types. An Interest
may be satisfied by a Data packet if the Interest’s and the Data’s name match, and the
selectors are consistent (e.g., publisher filter matches the publisher) [15].

caching is supported by the novel security layer that implements a contend-based security

model ensuring integrity and authenticity of the transmitted content chunks.

In NDN communication is always receiver driven. The receiver emits a so-called Interest

message that identifies the requested data chunk by name. Figure 2.4 illustrates the two

packet types (Interest and Data) that are specified for information exchange. The Interest

packet consists of: i) Name, identifying the requested data chunk; ii) Selectors, enabling

the receiver to specify certain filters, e.g., specify a concrete content provider; iii) Nonce,
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a preferably unique bit pattern that is issued to identify looping/duplicate Interests; and

iv) Guiders, specific constraints for an Interest, e.g., that it must not leave the local

subnetwork. The Data packet consist of: i) Name, identifying the content of the packet;

ii) Digital Signature, coupling name, data and their publisher inextricably; iii) Data

Area, the raw bits of the content; and iv) Meta Information about the Data packet, e.g.,

freshness period, the time how long the data should be kept in the cache before it is marked

as stale and should be evicted. For a more detailed discussion of all available packet fields

we kindly refer the reader to [15] and [44].

2.2.2 Hierarchical Namespace and Packet Encoding

Although names play a very important role in NDN, they are in general opaque to the

network. Names consist of an arbitrary number of components that are separated by a

slash (’/’), similar to today’s URLs. For example, /icn.itec.aau.at/dash/demo.

mpg/5000kbit/0 is a valid NDN name. An Interest packet matches a Data packet if the

Interest’s name is a prefix of the Data’s name. NDN assumes a hierarchically structured

name space that allows to model the context and the relationship between individual chunks

in some logical, tree-like structure. Names are human readable and are divided into three

parts as shown in Figure 2.5. The first part is the global-routable name (or prefix) that is

used for longest prefix match routing, similar as in today’s IP networks. The second part is

denoted as the organizational name that allows the publisher to organize the data chunks

/icn.itec.aau.at/dash/demo.mpg/5000kbit/v1/s13
Human Readable 
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User/Application Supplied Name
Versioning & 

Segmentation

Global-routable Name Organizational Name Convention

Name

Tag

Name

Length
Comp. 0

TLV

Comp. 5

TLV
...TLV Name 

Structure:

0x

08

0x

0F

0x

69

0x

63

0x

6E

0x

74

0x

61
...Binary Encdoing
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Figure 2.5: An NDN name is human readable and is divided into three parts, a global-
routable name, an organizational name and additional versioning and segmentation infor-
mation. For transmission it is translated to a binary TLV-based encoding [44].
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in an appropriate way considering application demands. The last part of the name includes

versioning and segmentation information. Segmentation is necessary since large files, e.g., a

movie, need to be segmented into smaller chunks for network transmission. The versioning

enables content providers to update their content, e.g., a newspaper article may be updated

once additional details become apparent. For data transmission and storage purposes, the

human readable form of the name is converted to a binary Tag-Length-Value-based (TLV)

encoding as exemplarily indicated in Figure 2.5. TLV-based encoding is not solely used for

the name, but also for the encoding of entire Interest and Data packets providing flexibility

in adding new tags to the current NDN packet format specification [44].

2.2.3 Building Blocks of an NDN Node

The architecture of a typical NDN node is illustrated in Figure 2.6. Each operative node

maintains three data structures that are used to perform packet forwarding via the so-

called faces. Faces are a general concept of interfaces including (wireless) network interface

controllers and ports to applications. The necessary data structures are:

� CS: The Content Store acts as an in-network storage for transmitted content chunks.

It provides data replicas to Interests that ask for the same content.

� PIT: The Pending Interest Table keeps track of the forwarded but not yet satisfied

Interests. These entries provide a breadcrumb-like return path for the Data packets.

This is necessary as neither Data nor Interest packets carry location information. A

Data packet follows the reverse path (breadcrumbs) of the corresponding Interest(s) to

reach the requesting consumer(s).

� FIB: The Forwarding Information Base essentially maintains the routing information.

For each known global-routable prefix, the FIB stores a list of possible outgoing faces

that are likely to provide data for the given prefix. The forwarding strategy in the

strategy layer decides which of the indicated face(s) are used for Interest forwarding.

2.2.4 Processing of Interest and Data Packets

The basic process of Interest and Data packet forwarding in NDN is sketched in Figure 2.7.

In principle, it comprises lookup operations in the previously listed data structures (CS, PIT

and FIB). The data structures are typically indexed by a common index with the purpose
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Figure 2.6: The architecture of a typical NDN node. The node maintains a list of faces
used for forwarding and receiving packets. The common index data structures CS, PIT and
FIB provide the necessary information for packet forwarding [15].

to simplify the implementation of the packet forwarding. Therefore, the index is organized

in such a way that CS matches are always preferred over PIT matches, and PIT matches

are always preferred over FIB matches. Therefore, the processing of an incoming Interest

packet may result in the following situations:

� CS match: This is the optimal case for a node. The incoming Interest matches an

already stored Data packet in the CS. The node can immediately satisfy the Interest

by returning a replica of the cached object. Therefore, the replica is simply emitted on

the Interest’s incoming face and no further actions are required.

� PIT match: A PIT match indicates that a previously received Interest has already

requested the same content and still waits to be satisfied. The node checks whether

the Interest’s incoming face is already stored in the list of the requesting faces (cf.

Figure 2.6). If this is not the case, the node adds the face to the list, which will trigger
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Figure 2.7: Interest and Data packet processing by an NDN node [15] using the basic
building blocks CS, PIT and FIB (cf. Figure 2.6).

the transmission of a content replica once the corresponding Data packet is received.

However, if the Interest’s incoming face is already listed as one of the requesting faces,

the node compares the Interest’s Nonce field to all previously seen Nonces for this PIT

entry. If a bit-exact match is detected, the incoming Interest is looping and must be

discarded. Otherwise, if the Nonce is unknown, the inquiring node is still waiting for the

Data packet and tries to prevent the current node from discarding the PIT entry due to

a time out. The node should therefore refresh the PIT entry to delay the timeout, or it

may reply with a Negative Acknowledgement (NACK) message signalling that waiting

for a Data packet is in vain as it will eventually discard the pending Interest.
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� FIB match: A FIB match indicates that the node knows possible outgoing faces that

can provide Data given the Interest’s prefix. The Node forwards the Interest on one

or multiple faces supplied by the FIB and creates a new PIT entry. Which face(s) are

selected is determined by the forwarding strategy in the strategy layer.

� No match: If there is neither a CS, PIT nor FIB match, the node is unable to

satisfy this request and therefore discards the Interest; optionally indicating this by the

transmission of a NACK message.

Processing an incoming Data packet may result in the following situations:

� CS match: A CS match indicates that the object has already been received once. The

node discards the incoming Data packet as it is only a replica of an existing one.

� PIT match: A PIT match is the regular case for a Data packet. The node has

requested this packet to satisfy a PIT entry. The packet is forwarded to all faces that

are listed as requesting concerning the matching PIT entry, and optionally a replica is

stored in the CS.

� No match: If the Data packet neither matches an entry in the CS nor in the PIT, it

has been received unintentionally. The unsolicited packet is discarded by the node.

This section provided a detailed overview of NDN’s communication principles. The

interested reader may find additional information regarding forwarding [45–47], routing [48–

50], security [18, 51–54] and NDN fundamentals [15, 36, 55] at the indicated references.

2.3 Multimedia Dissemination in ICN

This section gives an overview of content dissemination in ICN. First, Subsection 2.3.1

discusses a potential classification for content and its dissemination in the ICN domain.

Then, Subsection 2.3.2 introduces the differences between push- and pull-based content

delivery and emphasizes analogies to the previously discussed classification. As this thesis

focuses on pull-based adaptive streaming in ICN, Subsection 2.3.3 introduces the principles

of adaptive streaming and Subsection 2.3.4 presents MPEG-DASH as a concrete stream-

ing approach. Finally, we discuss two existing NDN-specific multimedia dissemination ap-

proaches (NDNLive and NDNTube) in Subsection 2.3.5, and adaptive streaming approaches

based on transcoding and scalable content encodings in Subsection 2.3.6.
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2.3.1 Classifying the Dissemination of Content

ICN foresees efficient information dissemination in global networks. However, the content

that represents the information is available in diverse forms. Information can be available

in text, as a picture or as a continuous audio-/visual media stream. Furthermore, not only

the kind of the content may differ, but also the manner of consumption. For instance,

assume we have some audio data that is consumed by a user. If this data represents a

piece of music, the content is usually consumed on-demand via streaming. In this case

the user may fetch data in advance and cache it in a local buffer. This buffer can be

used to deal with transmission issues such as packet loss or congestion giving the playback

software some chance to react, (e.g., issue a retransmission) while preserving the feeling of

a continuous media consumption for the end user. However, if the consumed audio data is

part of a teleconferencing session, there is no chance of pre-fetching some data (it simply

does not exist yet), and issuing retransmissions is not applicable because teleconferencing

is a real-time application that discards late packets.

Considering these facts, Tsilopoulos and Xylomenos [56] propose a classification for

content dissemination in ICN according to the applications’ traffic type. Information is

distinguished into channels and documents, where channels represent pieces of information

that are loss tolerant, while documents represent pieces of information that must be trans-

ferred reliably. Tsilopoulos and Xylomenos emphasize that obtaining documents over an

unreliable information delivery service requires some kind of error control, such as the TCP

retransmission scheme [57]. In ICN this should be achieved by dividing large documents

into named chunks, and if a packet is lost the receiver shall re-request the lost packet(s). In

contrast to the receiver-driven approach for documents, Tsilopoulos and Xylomenos foresee

a subscription-based communication model for channels since requesting each packet from

a channel would be inefficient. Users shall express their interest on a channel by subscribing

and the network shall forward the corresponding packets to the user, until the user revokes

the channel subscription.

The second dimension that is relevant for content dissemination in ICN are timing

constraints. Tsilopoulos and Xylomenos [56] differentiate between real-time transmissions

(information that is transmitted/pushed in the moment it is generated) and on-demand

transmissions (transmission of archived content). Real-time information includes both con-

tinuous media (e.g., live TV) and real-time notifications (e.g., Twitter updates). However,

there is a fundamental difference between them. Continuous media is loss tolerant (channel)
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while real-time notifications such as emergency alerts (documents) require reliable trans-

mission. Tsilopoulos and Xylomenos emphasize that there is an implicit synchronization

for users receiving real-time information, which is not true for users requesting on-demand

content. The classification proposes that there are three distinct traffic types that are rele-

vant for information dissemination in ICN [56]: i) channels, ii) on-demand documents,

iii) real-time documents as illustrated in Table 2.1. This thesis specifically focuses on

on-demand pull-based adaptive streaming of continuous media, which belongs to the class

of on-demand documents.

Channels Documents

Real-time Live TV, web radio, Twitter updates, online gaming,

Voice over IP, chat rooms, emergency alerts

On-demand teleconferencing, File transfer, email, YouTube,

Skype, Twitch Netflix, Amazon Video

Table 2.1: Classification of information dissemination types according to Tsilopoulos and
Xylomenos [56] classifying application traffic either as channels, real-time documents or
on-demand documents.

2.3.2 Principles of Push- and Pull-based Streaming

Interestingly, the specification of the terms channels and documents in [56] is conceptually

very similar to what is classified in today’s IP-based networks as push- or pulled-based

streaming. Push-based streaming denotes a communication model where the server is ac-

tively transmitting (pushing) data towards the receiver(s). Probably the most common

push-based streaming approach is the Real-time Transport Protocol (RTP) [58] on top of

the User Datagram Protocol (UDP) [59]. Since with pushed-based streaming the server

just pushes packets towards the client, some feedback must be provided indicating whether

the packets have been received successfully by the client. Therefore, the Real-time Control

Protocol (RTCP) [60] was introduced, which provides a control stream associated with the

delivered data stream. With RTCP the client is able to provide feedback to the sender and

if necessary the sender may adapt the transmitted data rate. Today RTP/RTCP is still

used in applications such as Voice over IP and video conferencing.

Pull-based streaming instead matches the concept of a document. In this case the

client/receiver requests each data object separately. The receiver is in full control of the

request rate and may adapt it according to its needs. This makes a control protocol such as
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RTCP for RTP obsolete. Nowadays, pull-based streaming is extremely popular for fetching

on-demand content and data transport in peer-to-peer networks. In general whether to

rely on push- or pull-based streaming is a matter of the application as correctly highlighted

in [56]. As indicated before, this thesis focuses on pull-based content delivery, which brings

us to the next subsection on adaptive streaming.

2.3.3 Dynamic Adaptive Streaming

Dynamic Adaptive Streaming (DAS) describes the idea to provide multimedia data in dif-

ferent representations (qualities) to the end users. Considering various constraints, e.g.,

available bandwidth capacities and device resources, the best fitting media stream is deliv-

ered to the client. Figure 2.8 illustrates three possible adaptation spaces for a digital video

stream: i) Spatial domain, refers to the resolution (number of pixels) of the video frames;

ii) Temporal domain, refers to the number of video frames per second; and iii) Quality

domain, refers to quality of the video with respect to an objective measure, e.g., Structural

Similarity [61]. A representation is therefore an encoding with a fixed set of constraints for

the spatial, temporal and quality domains.
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Figure 2.8: The possible adaptation space for a digital video includes changes in the
spatial, temporal and quality domains.
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Today adaptive streaming is state of the art for multimedia distribution systems, es-

pecially, since they have to handle device inhomogeneity (smart phones, tablets, large TV

screens) and diverse transmission technologies (2/3/4/5G, 802.11a/b/g/n, DSL, etc.) that

end users may use. In general adaptive streaming can be used with both, push- and pull-

based communication models. With the increasing popularity of pull-based streaming dur-

ing the recent decade, most practical approaches of adaptive streaming are implemented

based on pull-based streaming. Several commercial solutions are currently available includ-

ing Apple HTTP Adaptive Streaming [62], Microsoft Smooth Streaming [63] and Adobe

Dynamic Streaming for Flash [64]. However, for this thesis we focus on MPEG’s Dynamic

Adaptive Streaming over HTTP (MPEG-DASH) [65, 66], because it is the predominant

standard for on-demand multimedia delivery nowadays. MPEG-DASH will be discussed

in more detail in the next section, also providing information about its first steps in the

ICN/NDN approach.

2.3.4 MPEG-DASH and First Steps Towards its Use in ICN

MPEG Dynamic Adaptive Streaming over HTTP (MPEG-DASH ISO/IEC 23009-1) has

been first ratified 2012 and has been recently revised in 2014 [67]. The objective of MPEG-

DASH is to provide a standardized way of adaptive streaming over HTTP. The fundamental

parts of MPEG-DASH are illustrated in Figure 2.9, where the red parts of the figure are

covered by the standard and the green parts are left open for (commercial) competition. In

MPEG-DASH an ordinary HTTP server provides multimedia content encoded in various

representations (cf. Figure 2.8). Each representation consists of a set of so-called segments.

A segment is a short part of an audio/video stream that can be decoded and displayed

independently. The duration of a segment is typically in the range of 2 to 10 seconds.

Usually, the audio and the video streams are separated, so that they can be be chosen

independently. This readily enables multi-language support for multimedia streams.

The representations available for download are listed in the so-called Media Presenta-

tion Description (MPD), an XML-based document providing detailed information on the

various representations (bitrate, spatial resolution, audio tracks, etc.). Basically, there are

two versions of the MPD. The first one is a static approach, where for each representa-

tion the full catalogue of available segments is listed. The second version is template-based.

Templates use place-holders that are substituted (e.g., by increasing numbers) by the con-

sumer application on a regular basis to fetch the next segment with the corresponding
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Figure 2.9: The MPEG-DASH architecture. The red parts are standardized, while the
green parts are left open for (commercial) competition. [65]

identifier (number). While the first approach can be exclusively used for pre-recorded on-

demand content, the second approach can also be used for streaming live content. Since

the template-based MPD is more lightweight, it is often preferred. For more information

regarding the MPD we kindly refer to the standard [67].

An MPEG-DASH client initiates a streaming session by downloading the MPD and pars-

ing the available representation sets. Then, according to the client’s device and resource

constraints, a control module determines the best fitting representation for streaming. Once

the representation is determined, the client starts downloading the segments from the cor-

responding representation via an ordinary HTTP 1.1 connection. If certain parameters

change during the streaming session, e.g., less bandwidth resources are available, the con-

trol module is responsible to react accordingly to ensure a smooth playback. This is usually

achieved by changing the representation set, e.g., to a set with lower quality, as illustrated

in Figure 2.10. In this example the client starts streaming the lowest representation due to

low available bandwidth. Then the resources are increased in time intervals two and three.

Therefore, the client software chooses the higher representation(s). Eventually, in time in-

terval four and five the bandwidth resources stabilize at a medium level and therefore the

client software continues to stream the representation with fair quality.
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Figure 2.10: Example for adaptive streaming using MPEG-DASH. The client adapts the
downloaded quality based on the available resources.

Lederer et al. [68] showed that MPEG-DASH streaming over an ICN infrastructure is

possible. In [69] they argue that there are actually two major options to support MPEG-

DASH in ICN. The first opportunity would be usage of a proxy translating HTTP GET

requests to their ICN equivalent of Interest messages. For example, Detti et al. [70] im-

plemented such a proxy to enable offloading in cellular networks using Information-Centric

Networks. The second opportunity would be a complete integration of MPEG-DASH into

ICN. Lederer et al. favour the direct integration and discuss the necessary architectural

changes to the classical MPEG-DASH architecture. According to [69] the necessary changes

are minimal, including the following three points: i) The MPD specification needs to be

updated with respect to the segment URIs using an ICN naming scheme instead of HTTP

URLs; ii) The DASH client is enhanced with an ICN access module enabling the request

and delivery of segments via information-centric principles; iii) The HTTP server provid-

ing the segments is replaced by an ICN infrastructure possibly including multiple content

sources.

Figure 2.11 illustrates the suggested translation from DASH-URIs to the DASH-ICN

namespace [69]. Lederer et al. use the versioning and segment fields of the hierarchical ICN

naming scheme (cf. Figure 2.5) to represent the individual representation sets and their

segments. This seems to be an elegant approach to integrate DASH with ICN. However,

the authors do not discuss possible negative implications of this idea. For instance, if the

versioning information is used for representing the representation set, how can network

elements such as router be aware of this fact? A network element may imply a caching

policy that stores/caches only the newest version of an ICN packet. Changing the meaning

of the versioning field may lead to unexpected and negative side effects.
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Figure 2.11: Suggested mapping for MPEG-DASH representations and segments to the
ICN namespace [69].

Lederer at el. [69] implemented a prototype realizing content delivery based on named

content chunks instead of relying on HTTP connections as foreseen in the ICN approach

CCNx [34]. Furthermore, Lederer et al. [71] showed that the idea of using multiple links as

envisaged in CCNx is beneficial for content delivery with MPEG-DASH, especially when

considering mobile scenarios. Mobile devices tend to have multiple network interfaces rest-

ing on different transmission technologies, each of which having its advantages and dis-

advantages regarding signal coverage, transmission capacity or energy consumption. For

mobile clients it is therefore important to have the opportunity to readily switch among

the interfaces, which is easily possible in ICN, but challenging using classical HTTP/TCP

connections.

2.3.5 NDN-Specific Approaches

The NDN community provides video distribution solutions apart from the MPEG-DASH

standard. Still, those solutions share many common ideas with MPEG-DASH. The first

NDN specific approach for video distribution was NDNVideo [72]. Nowadays, this ap-

proach is rather obsolete due to changes in NDN’s packet format. NDNVideo is followed by
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NDNLive and NDNTube [73]. This section focuses on the two successors, since they adopted

most of the ideas and characteristics pioneered by NDNVideo. While NDNVideo supported

both live and on-demand video streaming, the successors strictly separate these applications.

NDNLive has been designed to support the usage of live streaming only, meaning that this

approach is used for distributing content that is consumed in the moment it is generated.

NDNTube is designed based on the model of YouTube and enables on-demand streaming

of pre-recorded content. In contrast to MPEG-DASH, the NDN-based approaches do not

explicitly use a manifest file such as the MPD. The NDN community rather tries to make

use of the hierarchical namespace, encoding most of the relevant information within the

content names. This is a similar approach as suggested by Lederer et al. [68].

Figure 2.12 illustrates the suggested namespace hierarchies for NDNLive and NDNTube.

It can be seen from the figure that both namespaces separate the audio and video streams

just as foreseen in MPEG-DASH. Furthermore, both approaches split content into small

parts. However, while MPEG-DASH uses segments containing several seconds of content in-

formation, NDNLive and NDNTube split the content on a per-frame basis. Using NDNLive

and NDNTube no segment lists must be provided, since an implicit template-based request

schema is realized. A client may address the succeeding frame by specifying the correct

sibling of the current frame, e.g., by increasing the frame number in the content name. Ac-

cording to the authors of [72], adaptive streaming can be provided by offering the content in

various encodings. As the client is in full control of what it is requesting, it can easily adapt

using the provided information carried by the content name. More detailed information

regarding the content’s attributes (resolution, bitrate, etc.) can be found under the prefix

stream info (cf. Figure 2.12). Basically, this namespace provides identical information as

the definition of an MPEG-DASH representation. However, the authors of [72, 73] do not

specify a policy in which format this information should be provided.

Due to the varying requirments for NDNLive and NDNTube their namespace hierarchy

is slightly different. In NDNLive the basic entity of consumption is a stream, identified by

the stream id. For NDNTube the basic entity is a single video identified by its video name.

The concept of NDNTube foresees that all available videos are listed within the playlist

namespace, which is also version-controlled by using time stamps. Each time a video is

added or removed from the system, the playlist is updated and stored considering the

current timestamp. In NDNLive the timestamp has a different purpose, and therefore it is

located in a different position of the hierarchical namespace. Here it carries the information
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Figure 2.12: Suggested namespaces for NDNLive and NDNTube [73].

of the latest frame number that is provided by the content producer. This enables consumers

to easily access the newest frames without watching all the previous ones. For more detailed

information regarding the applications NDNVideo, NDNLive and NDNTube we kindly refer

to [72, 73].

Note that in case of NDNLive and NDNTube the term segment denotes a completely dif-

ferent concept in contrast to MPEG-DASH. For NDNLive and NDNTube segments are the

individual chunks of a single frame. Frames have to be segmented for network transmission

if they do not fit in a single Data packet due to space restrictions. Although the authors

of [72] claim that adaptive multimedia streaming is possible, NDNLive and NDNTube [73]

currently do not support adaptive streaming. An explanation for the absence of adaptive

mechanisms in these two approaches is that basically all modern video codecs use temporal

prediction for a certain number of consecutive frames (also known as Group of Pictures

(GOP)) to achieve a high data compression rate. Due to the inherent dependency of frames

within a GOP, switching between different content representations is only possible at GOP

boundaries. Therefore, switching to a different content representation is more complex in

NDNLive and NDNTube and has not been yet realized in the available prototype software.

2.3.6 Adaptive Streaming by Use of In-Network Transcoding and

In-Network Adaptation

Another approach for implementing adaptive multimedia streaming apart from MPEG-

DASH in ICN is the use of in-network transcoding. Jin et al. [74] propose PAINT, a novel
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Figure 2.13: Scalable Content Encodings for ICN-based network delivery enable in-
network adaptation by omitting enhancement layers that are optional for video decoding.

scheme for PArtial In-Network Transcoding in information-centric networks. This system

employs ICN-enabled routers that use real-time in-network transcoding. The objective is

to reduce the content distribution costs for adaptive multimedia streaming. This shall

be achieved by ICN-enabled routers that only cache the highest content representation and

employ in-network transcoding for requests of lower representations. The authors formulate

a cost-minimization problem that optimizes the trade-off for bandwidth (transmission),

storage (caching), and computational power (transcoding) consumption for the use case of

adaptive video streaming. Jin et al. [74] claim that their approach achieves cost savings up

to 50%. Nevertheless, they do not consider that almost all recent ICN approaches employ

content-based security mechanisms. The authors of this thesis emphasize in [75] that in-

network transcoding is inhibited if content-based security is employed. Using content-based

security, network packets are digitally signed. Therefore, they can not be modified by third

parties such as intermediate routers (cf. Figure 2.2). Hence, in [75] we indicate opportunities

to circumvent this challenge. However, we consider none of them as applicable for a real

deployment scenario. We suggest in [75] the use scalable content encodings such as the

Scalable Video Coding (SVC) Extension of the H.264/AVC [76]. This allows to achieve

the same advantages as provided by in-network transcoding as will be explained in the

following.

In contrast to classical video encodings, SVC provides a layered encoding scheme as

illustrated in Figure 2.13. Video content is delivered in multiple layers including a base

layer and several (optional) enhancement layers. To decode a video, one requires at least the

base layer. Every additional enhancement layer available at the time of decoding provides

an enhancement in the spatial, temporal, and/or quality domains (cf. Figure 2.8). Using

SVC-encoded video content provides the opportunity to enable in-network adaptation on

ICN-enabled routers [75]. In contrast to the transcoding approaches (where packets have
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to be modified), routers are only required to drop the correct packets to realize content

adaptation within the network. For instance, in the case of network congestion routers may

decide to drop all packets carrying enhancement layers and deliver only base layer packets

to the consumers. For instance, this approach is used by Liu et al. [77] to implement a

hop-by-hop DAS-based video streaming approach. In [77], ICN-enabled routers are used

to adjust the video quality in the network in order to avoid resource shortages. Similar

to the transcoding approach, scalable content encodings reduce the required cache space

compared to classical MPEG-DASH delivery using non-scalable content encodings [75]. In

the case of non-scalable encodings, consumers requesting the same content, but in different

representations, ask for different pieces of information. However, in the case of scalable

content encodings, those consumers have at least the base layer in common providing a

more efficient cache utilization.
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CHAPTER

3 Promises and Challenges for

Effective Content Distribu-

tion in ICN

”Things can change so fast on the Inter-

net.”

— Tim Berners-Lee, 1955∗

This chapter investigates the promises of ICN concerning effective multimedia dissemi-

nation. Prominent keywords such as network-inherent caching, (adaptive) multi-path trans-

missions and context- and content-aware multimedia delivery are on everyone’s lips in the

research community. They are used to promote ICN as an enabler for effective content

distribution providing significant enhancement over today’s architecture. In the following

we are going to outline these promises. Furthermore, we are challenging them and conduct

investigations to assess whether ICN will really be able to enhance content distribution

in future networks. Our evaluations show that this is truly the case, however, they also

indicate that there is still much room for improvement.

The discussion of this chapter is structured into three sections. First, in Section 3.1

we discuss the promises and illustrate their potential benefits based on simplified scenarios.

These simple use cases provide insight into the potential capabilities of ICN. Then, in Section

3.2 we examine the practicability of the presented approaches by sharpening the problem

formulations. Here, the objective is to identify difficulties that emerge when the discussed

promises are challenged with realistic problem definitions. Therefore, we model and investi-

gate the concrete application of pull-based Dynamic Adaptive Streaming (DAS) in ICN. We

perform a theoretical study modelling multimedia streaming as a Multi-Commodity Flow

Problem [78]. This model provides us with the theoretical upper bound(s) that should be

achievable for content delivery in ICN. Furthermore, we conduct network simulations and

compare the obtained results to the aforementioned theoretical upper bound(s). Finally,

we conclude this chapter in Section 3.3 by matching the promises, the theoretical upper

bounds, and the simulation results. The findings obtained in this section are used as a

starting point for further research to enhance multimedia delivery in ICN.



Chapter 3. Promises and Challenges for Effective Content Distribution in ICN

3.1 Content Distribution in ICN: The Promises

Studying ICN literature ( [34, 47, 79–81]), for the community it seems to be evident that ICN

is the enabler for effective content delivery. Taking Named Data Networking (NDN) [15] as

representative, we are going to list and discuss in the following the most important promises

with a focus on pull-based streaming. We start our discussion with the concept of in-network

caching (cf. Subsection 3.1.1), followed by the promise of adaptive multi-path delivery (cf.

Subsection 3.1.2) and give an outlook on context- and content-aware multimedia delivery

(cf. Subsection 3.1.3).

3.1.1 In-Network Caching

As perfectly formulated in [82], ICN foresees a transformation of traditional, centralised

caching overlays (e.g., CDNs) to a decentralised and uncoordinated environment. The idea is

to enhance network elements (e.g., routers) with small buffers. Replicas of forwarded packets

are stored in these buffers and are used to respond to subsequent requests for the same

content without the need to forward the request to the content origin wasting bandwidth

and delaying service time. Network-inherent caching is enabled by two major architectural

design choices in the NDN approach (cf. Section 2.1.2). First, content is addressed by

its name [15] decoupling content form its location (e.g., IP address). Second, content is

secured using content-based security mechanisms [18] (digital signatures) providing trust

for the users by enabling data integrity and authenticity verification.

Ubiquitous caching is probably the most important step towards efficient content deliv-

ery in ICN. Every networking element that is equipped with a small storage has an active

part in distributing content. Van Jacobson, who played an important role in triggering the

enthusiasm about content-oriented networking [34], thinks even one step further:

For content networking, a guy on a bicycle with a phone in his pocket is a

networking element. He’s doing a great job of moving bits. [83]

So, even consumer mobility, which is a large challenge in today’s networks, may support

content distribution based on network-inherent caching. For instance, consider emergency

response scenarios (e.g., a major earthquake), where large parts of the local available infras-

tructure are damaged or offline due to power failures. One of the major challenges in such

scenarios is the rapid deployment of a communication infrastructure [84]. Using ICN-based

Page 32



Section 3.1. Content Distribution in ICN: The Promises

technology, ad-hoc networks can be readily realised. First responders or drones may act

as “data carriers” providing important information (e.g., image or video footage) to the

incident commander that coordinates the rescue operation.

Nevertheless, this thesis is focused on classical content distribution. Therefore, we in-

vestigate a typical content delivery scenario. Figure 3.1 depicts a simple use case, that is

used exemplarily to illustrate the significance of caching in the network for effective content

delivery. We are going to compare the performance of NDN-based content delivery versus

classical data transport using IP without network-inherent caching. For this scenario we

have chosen a hierarchical tree-like topology, where on the top of the hierarchy a content

server is placed. The content server is located within an ISP’s network hosting relevant

data for the ISP’s customers. For instance, the content server could be part of a globally

distributed CDN. On the right hand side of the figure the available link capacities (bi-

directional) and delays for the links are indicated. For the sake of simplicity, we assume

that each router maintains a cache of unlimited size to avoid side effects of different caching

strategies for this illustrating example.

Content Server

ISP Core Routers

ISP Edge Routers

ISP Customer

Routers/Devices

BA

A
A A A

A
A

B
B

B

B

B

B

5Mbps / 5ms

10Mbps / 20ms

6Mbps / 10ms

Consumers

5Mbps / 5ms

Figure 3.1: Tree-like network used to illustrate the benefits of network-inherent caching,
comparing an NDN- and an IP-based delivery scenario.
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For this scenario, we assume that consumers are interested in two different contents A

and B (e.g., two popular videos) that are consumed by means of progressive download.

We further assume that the consumers stream the contents simultaneously starting within

a short time window of 5 seconds. The starting times were selected randomly following

a uniform distribution. Note that for this comparison the small time window does not

increase the cache hit ratio for the NDN-based delivery scenario, because we anyway assume

unlimited cache for this simplified scenario. In the case of NDN, the clients are configured

to consume the content with a constant bitrate of 2 Mbps, and we further assume that each

Data packet carries a payload of 2048 bytes. For the TCP/IP scenario, we employ TCP

New Reno [85] for congestion control. We have implemented this scenario in ns-3 [86], an

event-based network simulator. For the NDN-based scenario we use the available ndnSIM

plugin [37] for ns-3. The results are presented in Table 3.1 showing i) the average achieved

goodput (throughput minus overhead) per client; ii) the average (one-way) hop count per

received Data packet or transmitted TCP segment; and iii) the average round-trip time

(RTT) for each Interest/Data packet pair, and for each TCP segment and its corresponding

acknowledgment (ACK) message. Furthermore, the overall cache hit ratio for the NDN-

based scenario is depicted (in the classical IP case there are no caches, thus no cache hit

ratio is provided).

It is evident from the results that NDN-based content delivery outperforms classical

TCP/IP-based delivery in this scenario. In the TCP/IP scenario, congestion is caused

by the large amount of requests forwarded to the content server leading to an average

goodput of only 737.38 kbps per consumer. In NDN, congestion can be avoided by the

network-inherent caches, particularly from the caches deployed close to the consumers (ISP

customer routers and edge routers, cf. avg. hop count in Table 3.1). Therefore, NDN is

able to maintain a higher average goodput of 1945.68 kbps per consumer. This is more

than 2.5 times better than in the TCP/IP scenario. The high cache hit ratio of 41.3%

can be explained by the selected scenario, which represents a tree-like delivery scheme of

popular content given unlimited caches. The benefits of network-inherent caching can also

be observed from the required packet hop count. In case of TCP/IP all requests have to

be satisfied by the content server, resulting in a high and constant (one-way) hop count

of 4 hops per TCP segment. In NDN instead, a Data packet requires only 2.18 hops on

average. This also has a positive influence on the average delivery time per packet. While

the RTT for a request in NDN is only 45.92 ms, in IP it takes 85.50 ms.
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Scenario Goodput (one-way) Hop Count RTT Cache Hit Ratio

TCP/IP 737.38 kbps 4.00 85.50 ms –

NDN 1945.68 kbps 2.18 45.92 ms 0.413

Table 3.1: Average values of the investigated parameters comparing IP- and NDN-based
content delivery for the scenario illustrated in Figure 3.1.

As previously indicated, the former example was idealized assuming infinite large caches

hiding important challenges. In reality, caches are of limited size, which leads to the fol-

lowing important questions [87]: i) Which Data packets shall be placed in the cache, once

they are received at a given node? ii) Once the cache capacity of a given node is exhausted,

which Data packets shall be evicted in favour of others? The former challenge is known as

the caching policy (or cache decision policy), while the latter challenge is known as the cache

replacement strategy. In the context of ICN, when people talk about caching strategies, they

usually mean the combination of both concepts, caching policy and cache replacement strat-

egy. While in traditional caching systems cache locations are often predetermined [87], in

ICN caches are ubiquitous requiring more sophisticated caching policies. Therefore, caching

policies are a hot research topic in ICN leading to many published approaches as surveyed

in [88]. Caching may not solely be performed on the delivery path of content (on-path

caching), but could also be performed off-path [89]. The simplest available caching policy

is Cache Everything Everywhere (CEE), where a copy for each data packet is stored that

traverses the current node. However, this can be ineffective due to the large redundancy

that is caused by CEE as argued in [90]. Probabilistic caching [82] goes one step further

trying to reduce cache redundancy by creating and storing copies with a certain probability

only at each intermediate hop. There is a large variety of effective caching policies using

even more sophisticated concepts like Cooperative Caching or cache coordination through

implicit and/or explicit information exchange among the individual networks nodes (usually

in a limited area) [87]. In [88] Zhang et al. provide an extensive list of available approaches

indicating the individual advantages of each caching policy in an overview table. In [91]

Ioannou et al. derive a taxonomy for on-path caching and discuss the interplay between

caching and forwarding (forwarding is discussed in Subsection 3.1.2).

While caching policies are a hot research topic in the ICN community, cache replacement

strategies are not of particular research interests. According to Zhang et al. [87] this has

several reasons. First, replacement algorithms have already been extensively researched in

the Web cache literature [92]. Second, ICN cache replacement has to be performed as fast
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as possible (probably at line-speed). Therefore, complex and resource intense replacement

algorithms are not suitable. Third, it has been shown that simple random replacement

strategies have performance comparable to, e.g., the well known strategy Least Recently

Used (LRU) [93].

3.1.2 Adaptive Multi-Path Forwarding

As indicated in Section 2.2, NDN introduces a stateful forwarding plane [47]. While there are

many additional benefits for networking arising from this concept (which will be discussed

in detail in Section 4.1), especially multi-path forwarding is of considerable interest for ef-

fective multimedia delivery. Multi-path forwarding in NDN is possible due to a combination

of the stateful forwarding plane and the Nonces in the Interest packets (cf. Figure 2.4).

In contrast to IP, where looping packets at the network layer can not be identified, NDN

achieves loop prevention by name and Nonce matching of received Interests to those al-

ready in the PIT. This basically enables forwarding on multiple paths without the risk of

undetected looping packets and removes the strict limitations routing protocols enforce in

classical IP-based networks. Note that in IP-based networks multi-path delivery is possible,

however, not at the network layer, but rather at the transport layer, e.g., by using Multipath

TCP (MPTCP) [94].

The benefits of multi-path forwarding become obvious when studying a simple scenario

as indicated by Figure 3.2. In this scenario, a single consumer of network ISP1 wants to

consume a video offered by a server in network ISP4. ISP1 has no direct connection to

ISP4; it may reach ISP4 via ISP2 or ISP3. Considering the classical TCP/IP-based case of

today’s Internet, the data is either delivered via ISP2 or via ISP3. However, in the case of

NDN-based communication, the traffic load should be ideally split among the two available

delivery paths ({ISP 1 ↔ ISP 2 ↔ ISP 4} and {ISP 1 ↔ ISP 3 ↔ ISP 4}). The NDN-based

approach has two major advantages: i) the combined available bandwidth of both delivery

paths can be used if required; and ii) the inherent redundancy provides more resilience,

e.g., to short-term effects such as link failures [47].

We have conducted the experiment illustrated in Figure 3.2 using the ns-3 simulator.

We assume similar settings as for the previous experiment (cf. Subsection 3.1.1). For the

TCP/IP case we again use TCP New Reno [85] for congestion control. For the NDN-

based delivery scenario we assume a constant download bitrate of 5Mbps. In contrast

to the previous scenario, this network provides multiple paths towards the content server.
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Server
Consumer

ISP1

ISP2

ISP3

ISP4

2Mbps/20ms

3Mbps/10ms

5Mbps/5ms 5Mbps/5ms

5Mbps/5ms

5Mbps/5ms

5Mbps/5ms

5Mbps/5ms

Figure 3.2: Example network with four ISPs. A consumer in the network of ISP1 wants
to stream a video from the server located in the network of ISP4.

Scenario Goodput (one-way) Hop Count RTT Cache Hit Ratio

TCP/IP 2668.83 kbps 5.00 87.49 ms –

NDN 4550.70 kbps 5.00 117.58 ms 0.0

Table 3.2: Average values of the investigated parameters comparing IP- and NDN-based
content delivery for the scenario illustrated in Figure 3.2.

Therefore, we employ an Interest forwarding strategy [95] for NDN that balances the load on

all available delivery paths (cf. Request Forwarding Algorithm (RFA) in Subsection 4.1.3).

The results of the simulations are summarized in Table 3.2. The figures clearly show the

advantage of multi-path forwarding. NDN is capable of using both paths at the same time

for content delivery leading to an average goodput of 4550.70 kbps, while TCP/IP-based

transmission is restricted to a single path ({ISP 1 ↔ ISP 2 ↔ ISP 4}) resulting in a goodput

of only 2668.83 kbps. In this scenario, the average RTT for TCP/IP content delivery is

lower than the one using NDN. The reason for this is that NDN also considers the additional

path {ISP 1 ↔ ISP 3 ↔ ISP 4}, which has a higher delay than the other path.

As previously mentioned in Section 2.2, in NDN a Data packet always follows back the

same way as its initial Interest. For this reason, the effective forwarding of Interests is of

considerable importance and influences the performance of data transmission significantly.

For instance, consider the aforementioned scenario depicted in Figure 3.2. Here the high-

lighted router in red has an important role. Incoming Interests from the consumer can be
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forwarded on multiple outgoing faces. Which face is actually used for forwarding an Inter-

est, is decided by the so-called Forwarding Strategy. Recall Figure 2.7, which illustrated

the processing of an Interest message. The final step before an Interest can be forwarded

is a FIB match, which may return none, a single or also multiple matching faces (cf. FIB

in Figure 2.6). Forwarding strategies may pursue various objectives (maximize throughout,

minimize delay, achieve load balancing, etc.) when selecting the outgoing face(s). The set

of choices that is left to the forwarding strategy in choosing the outgoing face(s) for a given

Interest provides significant adaptivity to changes in the network and to application/content

demands, which is also the reason for naming it adaptive forwarding.

3.1.3 Context- and Content-Aware Data Delivery

Another major promise of ICN is that it provides the opportunity to enhance network-

ing devices (e.g., routers) with advanced capabilities. This especially includes the vision

of context- and content-aware routers that provide the opportunity to effectively control

and enhance content delivery [96, 97]. Here the terms context and content awareness rep-

resent a broad area of properties relevant for efficient content delivery and consumption.

This information should be provided to the routers that deduce relevant actions to actively

support content distribution. In general the term content awareness represents relevant in-

formation about the content. For example this information may include, but is not limited

to: i) content characteristics (e.g., delay tolerant vs. intolerant); ii) required QoS for user

satisfaction; and iii) available content representations (e.g., different encodings with varying

quality (cf. Figure 2.8)). The term context awareness includes considerations about the

network and its entities which can be used for traffic engineering purposes. Relevant infor-

mation may include, but is not limited to: i) available bandwidth on the individual content

delivery paths; ii) length/delay of the individual paths; iii) employed caching mechanism(s)

by the networking entities on the delivery paths; iv) content source conditions (e.g., server

load); and v) object/content popularity in the network.

Currently there are no concrete implementations available to exploit context or con-

tent awareness in an NDN-based network. However, there are two theoretical approaches

that propose how context and content information can be used in ICN to enhance content

delivery. Pavlou et al. [96] propose a mediation approach for content access that takes

into account content characteristics, server load and network distance when resolving the

location of content replicas. With respect to these attributes the proposed system is able
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to obtain the ”best“ copy from the network. Kamel et al. [97] go one step further and

provide the idea of a context-aware ICN ecosystem that additionally considers path load

information and therefore facilitates further traffic engineering capabilities. Recently, CON-

CERT [98] (A Context-Adaptive Content Ecosystem Under Uncertainty), a CHIST-ERA

project commenced that has the objective to design and develop a context-aware content

ecosystem based on ICN technologies. The project goals include: i) the concrete specifica-

tion of context information and its representation including communication interfaces for

context information exchange; ii) the development of learning algorithms for coordinated

decision making techniques; iii) cross-layer (network, content, control) and cross-player

(end users, ISPs) content and network adaptations; with respect to uncertainty scenarios

(changing network conditions, content popularity, etc.). As can be seen from these basic

questions, research in this area is at an early stage. However, acquiring answers to these

challenges will provide significant opportunities for effective content dissemination in future

networks.

3.2 ICN Promises under Test:

A Performance Investigation of DAS in NDN

The previous section clearly illustrated the individual building blocks (in-network cach-

ing, adaptive forwarding, context-/content-aware data delivery adaptation and/or object

resolution) the promise of effective and efficient content delivery in ICN rests on. In this

section we investigate if NDN (as a representative for an Information-Centric Network) is

capable of fulfilling the promise of effective and efficient multimedia delivery, or whether

expectations on the individual building blocks are too high. As evaluation scenario we use

multimedia streaming based on the principles of MPEG-DASH. We consider this as a suit-

able and realistic use case, since today Dynamic Adaptive Streaming (DAS) is state of the

art for on-demand and real-time multimedia streaming services. Furthermore, it has been

shown that MPEG-DASH fits NDN’s consumer-driven communication principle very well

[99–101] (cf. Subsection 2.3.4) and should therefore be able to exploit NDN’s full range

content delivery capabilities. So, the ultimate objective of this section is to examine the

performance of pull-based DAS in NDN,

� using different (Interest) forwarding strategies (at the network level),

� using different caching strategies (at the network level),
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� using different client-side adaptation mechanisms (at the application level),

under non-optimal conditions (e.g., network congestion). Especially, investigating the in-

terplay between application-level algorithms implementing the principles of DAS and the

network’s forwarding and caching strategies may reveal interesting insights. In our inves-

tigation we will determine the performance gap between the theoretically possible and the

realized streaming performance by NDN considering multiple concurrently streaming DAS

consumers.

In order to derive upper bounds for the multimedia streaming performance in NDN

(without and with caching), we model the concurrent streaming activities by a given number

of clients in a network as a Multi-Commodity Flow Problem (MCFP) [102]. The solution

to the MCFP provides us with upper bounds taking multi-path transport into account.

Both the theoretical investigations and the practical evaluations clearly state that NDN,

as a candidate for a Future Internet architecture, is able to compete with current IP-based

networks in the case of multimedia streaming. However, further improvements are possi-

ble. Please note that in this section we do not focus on finding a near-optimal adaptation

heuristic or forwarding strategy for DAS in NDN. We rather carefully select representatives

for each of the algorithms and compare every possible combination with respect to their

general performance to deduce general conclusions.

The remainder of the section is organized as follows. Subsection 3.2.1 introduces the

preliminaries for the conducted evaluation. The fractional MCFP providing the theoretical

performance assessment is introduced in Subsection 3.2.2. The practical evaluation using

an NDN-based network simulator is presented in Subsection 3.2.3.

3.2.1 Evaluation Preliminaries

In the following we discuss the preliminaries for the conducted evaluation. This includes a

rationale for the employed content (dataset) and a discussion of the selected client-based

adaptation mechanisms and network forwarding strategies.

3.2.1.a An SVC-Encoded MPEG-DASH-Compliant Dataset

For our experiments we use MPEG-DASH-compliant multimedia content that is encoded

using the Scalable Video Coding (SVC) [76] extension of the H.264/AVC standard [103].

SVC offers the possibility to encode video content into a base layer and several enhancement
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layers. The enhancement layers build upon the base layer and provide scalability in the spa-

tial and/or temporal and/or quality domain(s) (cf. Figure 2.8). In contrast to non-scalable

encodings, this principle fits very well with NDN’s inherent caching, since clients request-

ing different content representations at least have the base layer in common. As argued

in [75], this increases the overall cache hit ratio in the network and, thus, enhances the de-

livered quality of the multimedia content. As test content we use MPEG-DASH-compliant

SVC-encoded multimedia content with a segment size of two seconds. The multimedia con-

tent is taken from our SVC-DASH dataset [104]. The dataset provides four short movies

with an average duration of about 12 minutes. We concatenated the short movies to ob-

tain content with a duration of about 48 minutes, which is roughly the length of a typical

TV episode. For the dataset presented in [104] we encoded multimedia content in vari-

ous variants. A variant defines the encoding parameters as well as the scalability domains

(temporal, spatial, quality) (cf. Figure 2.8). For this evaluation we have chosen a variant

providing Signal-to-Noise Ratio (SNR) scalability only since we are solely interested in the

objective streaming performance. We are not interested in the impact of possible content

adaptations on the Quality of Experience (QoE). The chosen content is provided using a

base layer and two enhancement layers. The base layer (henceforth denoted as L0) has an

average bitrate of approximately 640 kbps. The first enhancement layer (L1) has a bitrate

of approximately 355 kbps. In order to play back a segment at the quality of L1, one

has to fetch the same segment of L0 and L1 yielding a combined multimedia bitrate of

L0 +L1 ≈ 995 kbps. The second enhancement layer (L2) has an average bitrate of approx-

imately 407 kbps (resulting in a cumulative bitrate of L0 +L1 +L2 ≈ 1400 kbps for the

highest quality representation).

3.2.1.b Client-based Adaptation Mechanisms

The client-based adaptation mechanism decides which representation (quality) of the video

is requested by the consumer application. In order to investigate the interplay of the

forwarding strategies discussed in Section 3.2.1.c and the adaptation mechanisms at the

clients, we select for each possible type of client-side adaptation mechanism (no adaptation,

rate-based adaptation, and buffer-based adaptation) one representative as follows:

No Adaptation: Here, a client always tries to request each segment from each layer.

Thus, it simply tries to retrieve the best representation. This is a greedy approach that

very probably results in playback interruptions for scenarios with limited resources.
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Figure 3.3: The basic idea of the buffer-based adaptation logic as proposed in [106].

Rate-based Adaptation: Here, a client measures the currently available bandwidth

while downloading a segment. Then the client estimates the future available bandwidth

using an exponential moving average given by bk+1 = (1−α) · bk +α · b, where bk+1 denotes

the new estimate, bk denotes the previous estimate, and b denotes the currently measured

bandwidth [105]. For our experiments, we select α = 0.3. The lower α, the more influence

the historic measurements have on the estimated bitrate. The higher α, the more influence

the recent measurement has. We consider α = 0.3 as a moderate value providing a suitable

balance between recent and historic measurements. Based on the estimated bitrate, the

client selects a suitable representation from which it tries to download future segments.

Buffer-based Adaptation: Here, the decision which representation is selected to

download a segment is based only on the client’s playback buffer. We adopt the adaptation

logic described in [106] that uses a deadline-based approach for selecting the appropriate

representation and is optimized for SVC content. This adaptation logic tries to avoid play-

back interruptions at all costs by always having at least k (in our case k = 8) segments of

the lowest representation (layer) in its playback buffer before considering higher represen-

tations. If this is the case, it changes from the so-called steady phase in the growing phase

for L0, which means it downloads α (in our case α = k/2) more segments of the base layer.

If this has been accomplished, the adaptation logic tries to download the first enhancement

layer for the first k segments in the buffer (steady phase for L1). Once this is achieved,

it changes to the growing phase for L1 and downloads α more segments from the base
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and first enhancement layer, before switching to the steady phase for L2 (and so on). The

quality (layer) that is downloaded for the available segments in the buffer follows a pattern

of sloping stairs favoring segments from lower layers that are closer to the playback time

stamp. This can be seen from Figure 3.3 that sketches the basic idea of the algorithm [106].

3.2.1.c Interest Forwarding Strategies

Since forwarding strategies have a significant influence on the performance of content deliv-

ery in NDN, we consider a variety of strategies for our investigations. For the experiments

conducted in these evaluations, we use the network simulator ndnSIM 2.0 [37] which builds

on top of ns-3. Currently ndnSIM 2.0 provides three forwarding strategies considering

maximal coverage (Broadcast), minimal hop count (BestRoute) and minimal delivery time

(NCC). We further extend this set by adding strategies that focus on effective cache utiliza-

tion (iNRR) and throughput (SAF). In the following we briefly summarize the principles

of each strategy (for a more detailed discussion we refer to Subsection 4.1.3, to Section 5.2,

and to the indicated references):

BestRoute [37]: This strategy relies on routing information and forwards Interests on

the path with the lowest costs considering a specific metric. We have chosen the distance

(hop count) to the content origin as the relevant metric.

Broadcast [37]: This scheme forwards received Interests to all available faces (according

to the faces that match the content name prefixes in the FIB, determined initially by the

routing protocol), except the incoming face. Note that multiple copies of an Interest may

be created if multiple faces are registered.

NCC [37]: Each node monitors the delays of its faces. The delay is defined as the time

period that elapses until a forwarded Interest is satisfied by a Data packet. Interests are

forwarded to the face that provides content with the lowest delay. This forwarding strategy is

similar to the forwarding strategy used in CCNx 0.7.2 (http://www.ccnx.org). Its name

was derived by flipping the initials of the term Content-Centric Networking (CCN) [34].

iNRR: Ideal Nearest Replica Routing [107] couples caching and forwarding. The ap-

proach makes use of an oracle that provides information on the availability of content in

all caches in the network. The algorithm determines the nearest content replica (in terms

of hop count) and forwards the Interest to the corresponding face to obtain the replica.

SAF [108]: This strategy, called Stochastic Adaptive Forwarding, mimics the behaviour
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of a water pipe system where each network node represents a crossing and distribution node

with a pressure control valve. It forwards Interests based on a probability density function

that is learned by observing traffic patterns. The pressure control valve is used to deal with

network congestion by pro-actively discarding Interest packets that would otherwise exceed

a node’s transmission capabilities. SAF is the result of research that has been conducted for

this thesis and has been developed considering the findings of this chapter. Therefore, SAF

should be considered as out of competition with respect to the research objective (3) (cf.

Section 1.2) that we are pursuing in this chapter. However, in order to not unnecessarily

repeat an evaluation concerning multimedia distribution in Chapter 4, we decided to present

the obtained results for SAF already in this chapter. The major benefit of SAF arises from

the fact that it is not content/prefix-agnostic and, therefore, maintains a certain state for

each content/prefix observed at the network nodes. The previously mentioned probability

density function is learned by maximizing a given measure classifying Interests either as

satisfied or unsatisfied. For this evaluation, we use a purely throughput-based measure that

simply counts how many Interests are satisfied during a given time period. For more details

on SAF, we kindly refer to Chapter 4.

3.2.2 Multimedia Streaming as a Multi-Commodity Flow Problem

Before we conduct network simulations investigating the performance of DAS in conjunc-

tion with different NDN forwarding strategies, we want to determine the theoretical upper

bounds of the average multimedia streaming bitrate without and with idealized caching.

Thus, we aim at finding the optimal selection of paths through the network (to the content

origins or in-network caches) such that the average multimedia streaming bitrate is maxi-

mized for every client, constrained by the given network. In the context of NDN, we always

speak of multiple paths because multi-path transmission is an inherent feature of NDN’s

architecture. Finding the optimal selection of paths is NP-complete if we want to solve it

as an Integer Linear Program (ILP) [102]. However, if the fractional usage of the paths is

allowed (solution will be real instead of integer) then the problem is solvable in polynomial

time by modelling it as a Linear Program (LP) and solving it with well-known methods

such as the interior-point method [109]. This LP will provide us with an upper bound for

each client’s multimedia bitrate assuming that the network and its characteristics are known

in advance. In our scenario, we consider several clients that request different multimedia

contents. Thus, we have multiple commodities. In the literature this problem is referred to
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as a Multi-Commodity Flow Problem (MCFP) [102]. Since the LP provides us an upper

bound of the ILP, we focus on modelling and solving the LP allowing the fractional usage

of the given network links.

3.2.2.a Modeling the Upper Bound without Caching

We model the fractional MCFP for a given network, clients and their corresponding servers

using the paths from each client to its servers. One may also see the network as constrained

to the maximization of the possible multimedia bitrate that each consumer may retrieve. As

a preprocessing step, we compute every possible path from the clients to their servers. Let

the three-tuple G := (V,E, c) be a weighted graph that represents the underlying network

topology, where V denotes the set of vertices, E ⊆ V ×V denotes the set of edges, and

c : E → R assigns a bandwidth capacity to each edge. C denotes the set of clients. Then

the paths from a client to a server can be enumerated by a slightly modified version of the

classical breadth-first or depth-first search [110]. We denote P as the set of paths for all

(s, t) pairs, where s denotes the client and t denotes the corresponding server for a given

client s. We denote S as the set of all client-server pairs (s, t). Note that for a single client

s multiple (s, t) pairs exist if a client’s multimedia stream can be served by multiple servers.

Further each (s, t) pair may have multiple delivery paths, hence, multiple sub-flows (cf.

Figure 3.4 for an illustration of the terms stream, flow, and sub-flow). We further denote Pi

as the set of paths for client i to all of its servers. For each path p ∈ P we have a variable

xp ∈ R+ representing the bandwidth consumed on path p. This allows us to set up the

LP 3.1 using vector y ∈ R|C| as auxiliary variable (henceforth vectors are denoted using

bold math symbols) as follows:

minimize − ||y||1 (3.1a)

subject to

yi ·minBitratei−
∑
p∈Pi

xp ≤ 0 ,∀i = 1, . . . , |C| (3.1b)

∑
(u,v)∈p

xp ≤ c((u, v)) , ∀(u, v) ∈ E, p ∈ P (3.1c)

∑
p∈Pi

xp ≤ maxBitratei ,∀i = 1, . . . , |C| (3.1d)

LP 3.1: A model for the upper bound of DAS in NDN without caching.
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Figure 3.4: Illustration of the terms multimedia stream, flow and sub-flow indicating
the basic concepts LP 3.1 uses. The illustration assumes a single client C consuming a
multimedia stream (red line). The stream is provided by two servers, thus we have two
(s,t) pairs (flows). The flows are indicated by the dashed lines connecting C with S1 and
S2. Since there are multiple delivery paths among the nodes C and S2 we have multiple
sub-flows (blue and orange lines) for this (s,t) pair.

Equation 3.1a provides the objective function for the optimization problem. || · ||1 de-

notes 1-norm, which is defined as ||x||1 :=
∑n

i=1 |xi|. Here, xi denotes the i-th element of

vector x and n denotes the number of elements in x. In LP 3.1, yi represents the auxiliary

variable for the i-th client, and minBitratei denotes the minimum bitrate of the i-th multi-

media stream. Equation 3.1b denotes the constraint that each multimedia stream shall at

least get the lowest possible media bitrate available. The LP becomes infeasible if this lower

bound cannot be achieved by at least one of the clients (this is the case if we force yi ≥ 1,

where i = 1, · · · , |C|). This is a very strict criterion ensuring a smooth media playback for

all clients. This constraint may be relaxed by choosing minBitratei lower than the lowest
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Algorithm 3.1 Determine Upper Bound of the Average Multimedia Bitrates with Idealized
Caching

1: L← getAllStreams(M,C)
2: while comb← getNextDisjointCombination(L) do
3: {rG, resultn} ← solveMCFP (comb,G)
4: S′ ← createClientServerPairs(S, rG)
5: {sG, result|C|−n} ← solveMCFP (S′, rG)

6: R[comb]← result|C|−n
(|C|−n)
|C| + resultn

(n)
|C|

7: end while
8: return max{R}

available representation bitrate or by allowing yi < 1. However, this might lead to clients

receiving too few resources, even for streaming the base layer resulting in so-called media

playback stalls (playback disruptions due to buffer drains of the video/audio buffer in the

playback software). Equation 3.1c takes the edge capacities into account such that all paths

that have an edge (u, v) in common do not consume more than the available capacity. Equa-

tion 3.1d denotes the constraint for restricting the maximum used media bitrate. A client

cannot retrieve a higher representation bitrate than the highest available one (maxBitratei);

this is again a very strict constraint. Allowing higher values than the highest available rep-

resentation bitrate (i.e., arbitrarily high) would yield the highest possible streaming bitrate

for each client.

LP 3.1 provides us with an upper bound for the case where we do not assume that

any content is cached by the intermediate nodes on the paths. It further assumes that

all clients start streaming at the very same time. An optimal solution to the introduced

LP provides therefore also an upper bound for the streaming scenario in TCP/IP networks

with the TCP extension of allowing multiple paths (MPTCP) [94] disregarding any overhead

considerations.

3.2.2.b Calculating the Upper Bound with Idealized Caching

In order to take account of in-network caching when comparing client adaptation strate-

gies and forwarding strategies to their theoretical upper bounds in NDN, we extend LP 3.1.

This brings us to Algorithm 3.1. Here, we assume idealized caching along each path a Data

packet has been sent and that intermediate nodes have unlimited cache size. M denotes

the set of different multimedia contents that are retrieved by the clients. First, we add each

client c ∈ C that streams the same multimedia content k ∈ M to a set Mk. L ⊆ M ×C

Page 47



Chapter 3. Promises and Challenges for Effective Content Distribution in ICN

denotes the set of all tuples (k,Mk) and is obtained by calling the function getAllStreams()

(cf. Algorithm 3.1 line 1). Second, we pick a possible combination of n = |M | clients from

Mk, 1 ≤ k ≤ n such that the clients request pairwise disjoint (mi 6= mj , i 6= j) multimedia

content (cf. Algorithm 3.1 line 2, denoted by getNextDisjointCombination()). Thus, in

total we have
∏|M |
k=1|Mk| possible combinations. Let S denote the client-server pairs for the

given n clients. Third, their paths are computed and LP 3.1 is solved for these n clients (cf.

Algorithm 3.1 line 3, denoted by solveMCFP ()). This yields the optimum for the average

bitrate for these n clients streaming pairwise disjoint content denoted as resultn. Fourth,

we use the residual graph rG as network graph for the remaining |C| −n clients and we set

all the vertices from all paths for each of the n clients as servers for the other clients that

are about to stream the same multimedia content (cf. Algorithm 3.1 line 4, denoted by

createClientServerPairs()). This provides us with S′ that includes all client-server pairs

for clients that are not part of the selected combination and all servers (including caches).

We assume that all the nodes on the corresponding paths have cached all the data from

their corresponding multimedia streams (if and only if LP 3.1 is feasible for the selected

combination). Please note that this is an idealized scenario. For instance, if a client uses two

paths to retrieve the desired data, not all nodes on the two paths will cache the same data

(because the Interests may be forwarded arbitrarily on these two paths). Fifth, we solve the

MCFP using the modified set of client-server pairs S′ and the residual graph/network (cf.

Algorithm 3.1 line 5, denoted by solveMCFP ()), eventually providing the average mul-

timedia streaming bitrate for the remaining |C| −n clients. Sixth, both obtained results

(resultn and result|C|−n) are averaged with respect to the number clients (cf. Algorithm 3.1

line 6). This value is then stored in the result vector R. This procedure is repeated for

all possible combinations so R finally holds all results for all possible combinations of n

clients. The highest average multimedia streaming bitrate, assuming idealized caching and

unlimited cache size on each intermediate node, is given by the maximum element of the

result vector R, which is returned by the algorithm.

We provide a MATLAB implementation of Algorithm 3.1 including the solution to

LP 3.1 at https://github.com/danposch/itec-ndn/ licensed under the General

Public License (GPL). We further provide the source code that has been used for the

evaluations in this chapter (cf. Subsection 3.2.3.a) at the previously mentioned URL (also

licensed under GPL).
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Figure 3.5: Example network with two clients (C1 and C2) interested in the same content
available at the server (S).

3.2.2.c Example: Calculating the Upper Bounds

Figure 3.5 depicts an example network with two clients denoted as C1 and C2. They are

interested in the same content available at a single server denoted as S. For the sake

of simplicity we assume that the capacity of the links between the vertices is 1500 kbps

and that the links are bidirectional. We further assume that the server provides SVC-

encoded multimedia content with the following three layers/bitrates: {L0 = 640 kbps,

L0 +L1 = 995 kbps, L0 +L1 +L2 = 1400 kbps}. In order to solve the LP 3.1, which

assumes that none of the nodes in the network caches content, we compute all paths for

the client-server pairs. The paths for the two client-server pairs (C1, S) and (C2, S) are:

P = {{(C1, 1), (1, 2), (2, 3), (3, 4), (4, S)}, {(C1, 1), (1, 5), (5, 6), (6, 4), (4, S)}, {(C1, 1),

(1, 5), (5, 7), (7, 4), (4, S)}, {(C2, 7), (7, 4), (4, S)}, {(C2, 7), (7, 5), (5, 6), (6, 4), (4,

S)}, {(C2, 7), (7, 5), (5, 1), (1, 2), (2, 3), (3, 4), (4, S)}}. So, each client has three possible

paths to the server. Although the LP does not consider caching, it considers multi-path

transmission as foreseen in NDN and MPTCP. The solution of the LP indicates that in the

given network an average download bitrate of 750 kbps can be retrieved by the clients. This

takes into account that the minimum bitrate of 640 kbps (the lowest representation/layer)

shall be achieved by all clients, so that no stalls of the playback occur. If we take caching

into account, we have to use Algorithm 3.1. In this case the achieved average download

bitrate per client would increase to 1400 kbps. A more detailed investigation of the solution

shows that Algorithm 3.1 suggests that C1 shall request the multimedia content from the

content origin S using the three available paths such that C1 is able to achieve a media
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bitrate of 1400 kbps. Client C2 then has 23 paths to all intermediate network nodes that

are on the three paths from C1 to S. Since we assume idealized caching, these nodes have

the desired multimedia content in their local cache. Thus, C2 is also able to maintain a

download bitrate of 1400 kbps. This is for sure an artificial result since it assumes that,

even though not all the Interests passed through a network node, that node still has every

Data packet in its cache. However, it provides us with an upper bound for this scenario

considering caching that can be used to compare against network simulations.

3.2.3 Performance of DAS in NDN

To evaluate and investigate the performance of pull-based multimedia streaming in NDN

using the adaptation algorithms described in Subsection 3.2.1.b and forwarding strategies

described in Subsection 3.2.1.c, we use ndnSIM 2.0 [37], a simulation framework based

on ns-3. First, we outline and justify the evaluation set-up. Then, we present the re-

sults comparing them to the theoretical upper bounds determined using the MCFP from

Subsection 3.2.2 without and with idealized caching assuming unlimited cache sizes.

3.2.3.a Evaluation Setup

Figure 3.6 depicts the fixed network topology for the evaluation in order to investigate

the pull-based streaming performance of forwarding strategies coupled with different client-

based adaptation mechanisms. The network topology is fixed to ensure comparability among

the simulations and the theoretical upper bounds provided by the MCFP. We are aware that

the fixed topology is a limitation, however, otherwise the results could not be compared to

the theoretical work from Section 3.2.2. In total 25 clients are placed in the network. Every

five clients request the same multimedia content from the corresponding server. Thus, we

have five groups of clients denoted by the colors (or numbers) red (1), green (2), blue (3),

orange (4) and black (5) (cf. Figure 3.6). The servers are illustrated as rectangles labeled

with S using the corresponding group color (number). The network nodes are equipped

with a cache. The size of the cache is varied from 25 MB, 50 MB up to 100 MB per node,

which corresponds to a cache size of approximately 1%, 2% and 4% of the total content

catalogue, respectively. As suggested in [90], we consider different caching approaches: first,

Cache Everything Everywhere (CEE), and second, Probabilistic Caching with a probability

p ∈ {0.1, 0.3, 0.6} of caching the seen content using a Least Recently Used (LRU)

replacement strategy for both approaches.
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Figure 3.6: Topology used for evaluating the multimedia streaming performance.

We use two settings for the start times of the clients. The first setting exactly follows

the problem description of the MCFP, which requires that all clients are configured to

start simultaneously. This is again a limitation, yet required to ensure comparability to

the theoretical results from Subsection 3.2.2. As the clients start at the same time, this

may be beneficial for the overall caching performance, since requests for the same content

are issued in a small time window and can be aggregated by the forwarding nodes. For

the second setting, we draw the start time of a client from an exponential distribution

(mean=60s, max=180s). This shall mimic the behavior of users joining streaming sessions,

especially during prime time when a new movie or event is shown. We expect that the

caching performance, and therefore the overall performance, will be worse than in the first

setting, because the requests for the same content are issued in a larger time window and
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fewer requests can be aggregated or result in cache hits.

The links between the network nodes are bidirectional and have a bandwidth of 4 Mbps

(in each direction). The links connecting the servers to their ingress/egress nodes have a

bandwidth of 5 Mbps (bidirectional). The network links connecting the clients to their

ingress/egress nodes have 2 Mbps. The presented topology with the given settings has been

selected because it is likely that congestion will occur if all clients want to stream the mul-

timedia content. For every configuration (forwarding strategy and adaptation algorithm)

we conducted 25 simulation runs in order to reduce the influence of random variables on

the sample means in the results. The duration of a single simulation run corresponds to the

length of the employed multimedia content (roughly 48 minutes, cf. Subsection 3.2.1.a).

For the forwarding algorithms we pre-computed all possible routes to evaluate all forward-

ing strategies under the same conditions. The algorithms Broadcast, BestRoute and NCC

do consider the predetermined routes for forwarding only, while SAF and iNNR use the

routing information merely as a starting point. The selected topology does not favor any of

the forwarding strategies. All clients maintain a playback buffer that is capable of storing

50 seconds of multimedia content. Requests from clients are issued based on a constant

bitrate model since congestion in NDN shall be handled by the forwarding plane [47].

In addition to the NDN-specific simulations using ndnSIM 2.0, we provide a baseline

evaluation of DASH using OMNeT++ as simulation environment utilizing the INET frame-

work [111]. We use the presented topology (cf. Figure 3.6) and assume that the intermediate

nodes are routers/switches. In order to obtain baseline results for HTTP adaptive streaming

in TCP/IP-based networks, we use the rate-based adaptation logic introduced in Subsec-

tion 3.2.1 and we set the playback buffer size to 50 seconds. In analogy to the NDN scenario,

we vary the starting times of the clients as described before. Instead of SVC-encoded mul-

timedia content, we use AVC-encoded multimedia content since it is the most used video

coding standard in conjunction with DASH. Furthermore, using SVC-based content in this

case would only employ unnecessary overhead without providing any benefits (because no

in-network caching is provided). We select Big Buck Bunny from the dataset [112] with a

segment size of two seconds. In order to obtain the same duration as the content used for

the NDN simulations, we extended the length of Big Buck Bunny by repeating it several

times.
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3.2.3.b Results

For the baseline evaluation of MPEG-DASH in a TCP/IP scenario, we obtain the follow-

ing results for the average streaming bitrates. Considering simultaneous starting times of

clients, we obtain an average streaming bitrate of 416 kbps and ±0.382 kbps for the 95%

confidence interval (CI). In the case of exponentially distributed starting times we obtain

an average streaming bitrate of 423.441 kbps ±0.736 kbps (95% CI). As expected, the per-

formance is low. This is due to the fact that only single paths can be used by DASH and

no caching of content takes place at network nodes.

Figures 3.7, 3.8, and 3.9 depict the 95% CI of the average video bitrates achieved by

clients considering the combination of the different forwarding strategies, adaptation logics,

caching strategies and starting times of the clients in NDN. The dashed (blue) line in the

figures indicates the theoretical upper bound for the average video bitrate when solving the

MCFP without consideration of caching as introduced in Subsection 3.2.2.a. The solid (red)

line indicates the theoretical upper bound for the average video bitrate that is obtained by

using Algorithm 3.1 assuming idealized caching as introduced in Subsection 3.2.2.b with

unlimited cache sizes. In order to account for segments that are not retrieved in time

causing stalls (the segment is not available until its associated playback timestamp), we

penalize the average video bitrate by counting a zero bitrate segment in lieu thereof.

Having the results of the baseline DASH evaluation in mind, it is evident that any

combination of cache size, forwarding strategy and adaptation logic (even no adaptation

logic) is able to obtain a higher average video bitrate in NDN. Based on the figures, we make

the following observations. BestRoute, which strongly focuses on the single best delivery

path, benefits from caching in contrast to the standard TCP/IP scenario with DASH. The

other forwarding strategies (particularly SAF), which make extensive use of multi-path

forwarding, obtain an extra performance boost. Also Broadcast performs quite well in

this scenario (although it is a very simple and resource demanding strategy), especially

when clients use a buffer-based adaptation strategy. Furthermore, we can observe that all

strategies obtain better results with larger caches. So, increasing the cache size has a positive

impact on the average obtained video bitrate by the clients. Assuming an exponential

distribution of the starting times of the clients has a negative impact on the average video

bitrate obtained for both caching policies CEE and probabilistic caching. The performance

of probabilistic caching is worse than that of CEE, particularly with small cache sizes.

Please note that we only present results for probabilistic caching with parameter p = 0.6
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(c) 100 MB cache size per node

Figure 3.7: Average achieved video bitrate by the clients with simultaneous start
times using a CEE caching policy.
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(c) 100 MB cache size per node

Figure 3.8: Average achieved video bitrate by the clients with exponentially dis-
tributed start times using a CEE caching policy.
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(c) 100 MB cache size per node

Figure 3.9: Average achieved video bitrate by the clients with exponentially dis-
tributed start times using a probabilistic caching policy (p = 0.6).
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because lower values provide even lower cache hit ratios. This is due to the selected topology

(cf. Figure 3.6) [90]. We further observe that the buffer-based adaptation logic obtains a

higher average video bitrate compared to results of the rate-based adaptation logic. When

we distribute the starting times of clients exponentially, we observe that SAF achieves the

highest average video bitrate even without any adaptation logic when having bigger cache

sizes (e.g., 50 MB or 100 MB). This is caused by the fact that SAF tries to maximize the

throughput and in this case the retrieved representation of the multimedia content is not

restricted by the adaptation logic.

These findings are affirmed by Figures 3.10, 3.11, and 3.12 which depict the 95% CI of

the overall cache hit ratio with respect to the combination of forwarding strategies, caching

strategies and starting times of the clients. It is evident from the figures that the larger

the cache size, the higher the overall cache hit ratio. However, also the selected adaptation

method and forwarding strategy have significant influence on the cache hit ratio. The buffer-

based adaptation is able to obtain a higher cache hit ratio than the rate-based adaptation

logic. Having no adaptation mechanism affects the cache hit ratio negatively leading to the

worst results concerning this metric. Having a closer look at the influence of the forwarding

strategies, it can be seen that particularly the strategie’s NCC and iNRR maintain the

highest cache hit ratios if cache sizes are low (e.g., 25 MB). This can be explained by

the strategies design. NCC focuses on low-delay paths and therefore prefers nearby copies

(nearby copies can be delivered faster), while iNRR uses an oracle to determine the nearest

replica. However, SAF catches up when the cache size increases and is able to achieve

the highest cache hit ratio among all forwarding strategies when the cache size approaches

100 MB.

Still, the average video bitrate and cache hits do not tell the whole story. To further

assess the performance of the adaptation logics in this NDN-based streaming scenario, we

have a look at the clients’ switching frequencies among the available representations and

their playback stabilities with respect to the representations. Therefore, we study their

behaviour in the case of letting the clients start streaming simultaneously, having CEE as

the caching strategy and a cache size of 50 MB. The results are very similar for the other

parameter settings (and are therefore not discussed in detail). Figures 3.13, 3.14, and 3.15

depict the number of clients that are able to retrieve a certain quality of a segment under

different forwarding strategies and adaptation mechanisms for the mentioned settings, re-

spectively. The x-axis denotes the segment numbers (which have a duration of two seconds)
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Figure 3.10: Average achieved cache hit ratio per node with simultaneous start times
using a CEE caching policy.
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Figure 3.11: Average achieved cache hit ratio per node with exponentially dis-
tributed start times using a CEE caching policy.
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Figure 3.12: Average achieved cache hit ratio per node with exponentially dis-
tributed start times using probabilistic caching (p = 0.6).
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Figure 3.13: Number of clients that retrieve a given segment with a certain quality for
playback under different forwarding strategies using no adaptation.

and the y-axis denotes the representations (layers) for every forwarding strategy. The fig-

ure depicts the number of clients receiving the different representations (layers) over time.

The optimal case would occur if the row of L0 +L1 +L2 were black, and all others were

white. This would indicate that all clients have got the highest available representation for

all 1438 segments.

Figure 3.13 depicts the case where no adaptation strategy has been used. The figure

clearly shows that the clients suffer from stalls if no adaptation algorithm is employed

regardless of the forwarding strategy, indicated by the bright areas for the last segments.

The bright area indicates that many of the clients are not able to retrieve these segments

during the simulation time (48 minutes, cf. Subsection 3.2.3.a) due to previous playback

interruptions (stalls). The forwarding strategy SAF clearly outperforms the other strategies

as more clients are receiving a high quality layer (e.g., L0 +L1 +L2), followed by BestRoute

and iNNR, which lie close together.

Figure 3.14 depicts the same case using a rate-based adaptation algorithm. The rate-

based adaptation mechanism enables the clients to receive more segments during the simula-

tion time for playback, so fewer playback stalls (indicated by darker tails) are encountered by

the clients. This is due to the fact that fewer clients receive the best quality (L0 +L1 +L2).
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Figure 3.14: Number of clients that retrieve a given segment with a certain quality for
playback under different forwarding strategies using rate-based adaptation.

Figure 3.15: Number of clients obtaining a given segment with a certain quality for
playback under different forwarding strategies using buffer-based adaptation.
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The available bandwidth is distributed more equally among the clients. Comparing Fig-

ure 3.13 and Figure 3.14 one observes that the latter shows more fine-grained variation

patterns. This indicates that the clients in Figure 3.14 suffer from higher representation

switching frequencies (will be discussed in detail, cf. Figures 3.16, 3.17, and 3.18).

Figure 3.15 depicts the received quality when the clients use a buffer-based adaptation

mechanism. The first thing that attracts the attention is that the buffer-based adaptation

provides a more stable quality to the clients, indicated by the very homogeneous colored

areas (compared to no adaptation and rate-based adaptation). Furthermore, all forwarding

strategies are able to provide a better quality to the clients compared to the rate-based and

no adaptation approaches.

Figures 3.16, 3.17, and 3.18 depict the 95% CI of the average number of representation

switches per client for the given parameter settings. Comparing Figures 3.16, 3.17, and 3.18

to Figures 3.13, 3.14, and 3.15, it follows that rate-based adaptation causes the clients to

heavily oscillate between different representations. This has two reasons. First, NDN’s

multi-path transmission does not allow an accurate estimate of the available bandwidth.

Second, if Interests cause a cache hit in a cache close to the client, the rate-based adaptation

mechanism reacts and overestimates the bandwidth when requesting the next segment (most

likely from a higher representation). However, the higher representation is not necessarily

available in the nearby caches. This may lead to cache misses and a low download bitrate

because only the previously requested representation is cached. Taking a look at the cache

hit ratios (cf. Figures 3.10, 3.11, and 3.12) we see that with higher cache hit ratios the

number of switches increases in the case of the rate-based adaptation logic. Thus, we can

conclude that the oscillation effect caused by a rate-based adaptation logic is amplified if

the cache size is increased. The results show that oscillation can be easily avoided by using

a buffer-based adaptation logic instead of a rate-based one.

3.3 Conclusion and Further Challenges for ICN-based

Content Delivery

The objective of this chapter was to investigate the multimedia streaming performance in

ICN/NDN relying on the principles of DAS. Therefore, in the first part of this chapter

we discussed the potential beneficial mechanisms that are used to promote ICN as the fu-

ture technology for effective (multimedia) content distribution. The presented simplified
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(c) 100 MB cache size per node

Figure 3.16: Average number of representation switches per client with simultane-
ous start times using a CEE caching policy.
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Figure 3.17: Average number of representation switches per client with exponen-
tially distributed start times using a CEE caching policy.
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Figure 3.18: Average number of representation switches per client with exponen-
tially distributed start times using probabilistic caching (p = 0.6).
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scenarios indicated the potential benefits of network-inherent caching, adaptive multi-path

forwarding and context- and content-aware data delivery. In the second part of this chapter

we have taken NDN as an ICN representative and investigated the actual achievable perfor-

mance. Therefore, we first developed an MCFP that provides the theoretical upper bounds

for multi-path multimedia transmission in NDN. The MCFP is capable of modelling DAS-

based content delivery in NDN without and with idealized caching. The derived bounds

do not consider protocol overhead introduced by NDN; thus, they are purely theoretical.

Nevertheless, the bound obtained when solving the MCFP given by LP 3.1 also provides

an upper bound for traditional IP-based networks using a multi-path enabled transmission

protocol (e.g., MPTCP) without considering proxies acting as caches. In Subsection 3.2.3.b

we showed that today’s most prominent streaming technology MPEG-DASH over TCP/IP

is far away from the optimum without caching, which is definitely due to a lack of multi-path

support in IP networks. Considering NDN’s inherent multi-path and caching capabilities,

we had assumed that it would easily outperform DASH in the TCP/IP-based scenario and

exceed the first theoretical bound that does not consider caching. The results clearly show

that NDN-based DAS is definitely more effective than TCP/IP-based DASH, in particular

if an appropriate forwarding strategy and sufficiently large caches are employed. However,

NDN-based DAS is barely able to reach the first upper bound that does only consider

multi-path transport without caching, especially when considering the proposed forwarding

strategy SAF as out of competition for assessing the state-of-the-art performance of NDN

(cf. Research Objective (3), Section 1.2). So, there is still a significant gap between the sec-

ond theoretical bound that considers idealized caching and the results that can be reached

practically using NDN.

Considering the fact that ICN caching strategies have been extensively researched (see

Subsection 3.1.1), and also the variations of caching strategies (CEE, probabilistic caching

with p = {0.1, 0.3, 0.6}) during the evaluation did not significantly improve the overall

performance (although with iNRR we had a forwarding strategy that perfectly obtains

cached replicas), we conclude that the performance gap has its basic roots in the existing

forwarding strategies of exploiting all available paths. Additionally to this hypothesis, we

believe that taking advantage of NDN’s context and content awareness in the forwarding

plane can provide significantly better results. In the following two chapters we are going to

discuss these two hypotheses in detail and assess their validity. In Chapter 4 we design and

implement SAF, a novel forwarding strategy that is able to consider context and content

information in the forwarding plane. While Chapter 4 focuses on the overall design and
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performance challenges of the strategy, Chapter 5 is dedicated to exploiting context and

content awareness within the forwarding plane.

Another important result of this chapter is that the evaluations showed that buffer-based

adaptation mechanisms should be preferred in ICN/NDN. Since multi-path transmissions

and network-inherent caching do not allow for an accurate estimation of the available band-

width, rate-based adaptation logics should not be used. DAS clients in NDN will suffer from

the same oscillation behaviour as in traditional IP-based networks using HTTP proxies as

caches, if rate-based adaptation is employed [113]. This oscillation behaviour is amplified

by increasing cache sizes (cf. Figures 3.16, 3.17 and 3.18). Grandl et al. [114] provide a

detailed discussion of this topic.
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CHAPTER

4 Stochastic Adaptive

Forwarding in NDN

”One cannot really argue with a mathe-

matical theorem.”

— Stephen Hawking, 1942∗

Forwarding decisions in classical IP-based networks are predetermined by routing. This

is necessary to avoid loops, inhibiting opportunities to implement an adaptive and intelli-

gent forwarding plane. Consequently, content distribution efficiency is reduced due to a lack

of inherent multi-path transmission. In Named Data Networking (NDN) instead, routing

shall hold a supporting role to forwarding, providing sufficient potential to enhance content

dissemination at the forwarding plane. In this chapter we design, implement, and evaluate a

novel probability-based forwarding strategy, called Stochastic Adaptive Forwarding (SAF)

for NDN. SAF imitates a self-adjusting water pipe system, intelligently guiding and dis-

tributing Interests through network crossings circumventing link failures and bottlenecks.

Just as real pipe systems, SAF employs overpressure valves enabling congested nodes to

lower pressure autonomously. Through an implicit feedback mechanism it is ensured that

the fraction of the traffic forwarded via congested nodes decreases. By conducting simula-

tions we show that our approach outperforms existing forwarding strategies in terms of the

Interest satisfaction ratio in the majority of the evaluated scenarios. This is achieved by

extensive utilization of NDN’s multi-path and content-lookup capabilities without relying

on the routing plane. SAF explores the local environment by redirecting requests that are

likely to be dropped anyway. This enables SAF to identify new paths to the content origin

or to cached replicas, circumventing link failures and resource shortages without relying on

routing updates.

This chapter is structured into four sections. Section 4.1 provides an introduction to

the topic of forwarding. It discuses the different roles of forwarding and routing in IP-

based and NDN-based networks. Once the specific tasks of forwarding are identified, we

use them to define the design goals for SAF. Furthermore, Section 4.1 includes an extensive

discussion of existing competitors (forwarding strategies) and their employed techniques.

We use this discussion to emphasize the differences between SAF and its competitors.
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Furthermore, we may identify important concepts that can be considered for the design

of SAF. Section 4.2 introduces the principles of SAF. We present the content, network and

node models the design rests on. Furthermore, we prove the correctness of the employed

approach. Section 4.3 presents an extensive evaluation comparing the performance of SAF

to that of its competitors. We investigate two scenarios modelling a content delivery scenario

under uniform and Zipf-like content popularity. Therefore, we generate multiple network

topologies based on the Barabási-Albert model [115] including the considerations of topology

changes over time (e.g., link failures). Finally, Section 4.4 concludes the findings of this

chapter.

4.1 Introduction

This section provides i) a discussion of the roles of forwarding and routing in NDN and IP,

with a focus on their clear separation in NDN (cf. Subsection 4.1.1); ii) the basic design

principles for SAF and a short outline that presents the basic ideas of the algorithm (cf.

Subsection 4.1.2); and iii) a detailed discussion of existing forwarding strategies with a focus

on their basic principles and differences to SAF (cf. Subsection 4.1.3).

4.1.1 Clear Separation of Forwarding and Routing

Today’s Internet is based on a legacy host-based architecture, resulting in limitations (cf.

Subsection 2.1.1). One key issue is forwarding, which is strictly predetermined by routing to

ensure a loop-free packet transmission. There are few opportunities to implement an adap-

tive forwarding plane in classical IP-based networks since routing dictates the forwarding

options. In IP, forwarding planes are stateless and routing protocols are responsible to deal

with all kinds of short- and long-term topology changes. Routing protocols struggle with

all the imposed responsibility. For instance, Labovitz et al. [116, 117] showed that BGP

convergence times up to 15 minutes recovering from a single multi-homed fault (switching

to an alternative, redundant route) are possible, if no additional mechanisms (e.g., backup

configurations providing alternative routes [118]) are used.

The concept of NDN instead rests on a content-centric communication model, where

content only is addressed. Using the three previously introduced data structures CS, PIT

and FIB (cf. Subsection 2.2.3) NDN provides a stateful forwarding plane that is capable of

performing adaptive multi-path forwarding. This is possible in contrast to IP, because NDN
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is able to identify duplicate or looping Interests packets. In order to detect these packets,

a Nonce (unique bit pattern) is added to each Interest. Loop prevention is achieved by

matching name and Nonce of received Interests to those already in the PIT. This enables

an adaptive forwarding plane with inherent multi-path delivery, in contrast to routing in IP

that has to avoid potential loops in the first place impeding content distribution efficiency.

It has been shown by Yi et al. [47] that NDN’s stateful forwarding plane handles typical

network issues, such as short-term link failures and congestion, more effectively than IP

networks. Furthermore, in [48] Yi et al. argue that routing in NDN shall hold a support-

ing role to forwarding. Routing should only provide a reasonable starting point for the

forwarding plane, which then should explore different multi-path opportunities. In return,

adaptive forwarding enables a more scalable routing plane with relaxed requirements in

terms of convergence time and completeness. For this chapter our understanding of rout-

ing, forwarding and caching and their clear separation is in accordance with Yi et al. [47]

and will drive our design goals for SAF. Please note that the previous assumption does

not restrict the coupling of these mechanisms as suggested by other work (e.g., by [107]

and [119]), but clearly separates their areas of responsibility. The existing adaptive for-

warding strategies (cf. Subsection 4.1.3) in NDN do not provide all mechanisms foreseen

in [47] and [48], which can also be one explanation for the only moderate performance of

NDN-based DAS in Section 3.2.3 in comparison to the theoretical upper bound consider-

ing network-inherent caching. For this reason, we propose Stochastic Adaptive Forwarding

(SAF), a probability-based forwarding strategy. As application field for this strategy we

envisage the infrastructure of Internet Service Providers (ISPs) interconnecting several au-

tonomous systems and/or access networks. Furthermore, since today’s networks have to

support applications with varying demands (cf. Subsection 2.3.1), SAF should be able to

provide content and context-aware forwarding for the individual applications/contents (e.g.,

Interests requesting delay sensitive services/contents should be preferably forwarded on low

latency links). This brings us to the basic design principles of this strategy.

4.1.2 SAF – Design Principles

This strategy has been designed to meet the following objectives:

� Perform stochastic adaptive forwarding on a per-content/per-prefix basis.

� Provide effective forwarding even with incomplete or partly invalid routing information
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as suggested by the clear separation of routing and forwarding [48].

� Deal with unexpected network topology changes, e.g., link failures, without relying on

the routing plane.

� Discover unknown paths to cached replicas.

� Enable content- and context-aware considerations.

While these attributes are beneficial for the rather versatile edge networks, they are not

suitable for the rigid Internet core. Here, simpler approaches may perform better considering

the well known scalability principle for networks: “complexity at the edge, aggregation at

the core” [120].

SAF accomplishes the previously mentioned objectives by imitating a water pipe system.

Network nodes act as crossings for an incoming flow of water (Interests). Returning Data

packets act as input for a probability distribution which determines the share of the flow

that is forwarded via the different pipes (outgoing interfaces). Each crossing maintains an

overpressure valve. If the pressure on a node increases, e.g., due to network congestion, it

may use the overpressure valve to lower the pressure autonomously. The Interests that pass

the overpressure valve can be used for different purposes. For instance, they can be used as

scouts to investigate unknown paths to complement routing information. However, in some

cases it is best to simply discard these Interests. The discarded and therefore unsatisfied

Interests provide implicit feedback to the requesting nodes, indicating that they should

reduce the number of requests forwarded to the considered node.

SAF is based on an measure that defines the target of the adaptive forwarding. The ob-

jective is to maximize the Interest/Data satisfaction ratio with (optional) respect to delay,

hop-count, and/or transmission cost considerations. Therefore, SAF does not depend on a

concrete measure, but provides flexibility for individual scenarios. Based on the requested

content, the specific service and/or the network operator’s ambitions, this measure has to

be chosen carefully. It determines the preferred paths for forwarding. However, adaptivity

provided by SAF is not only achieved by intelligent multi-path transmission using redun-

dant paths. SAF is also able to exploit content-based information to further improve the

forwarding decisions. For instance, this is beneficial for multimedia scenarios where the

relative priority of packets (e.g., VoIP vs. file transfer) is more important than a purely

throughput- and/or delay-based metric may indicate (cf. Chapter 5).
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4.1.3 State of the Art Forwarding Strategies

As this chapter focuses on forwarding in NDN, we first discuss the proposed forwarding

strategies introduced by the NDN community. Yi et al. [45, 47] classify (inter-)faces based

on a simple color scheme. Faces can be marked as Green, Yellow and Red, which cor-

responds to the meaning that faces return data (Green), may or may not return data

(Yellow), or they do not work at all (Red). Within this classification, faces are ranked,

e.g., based on the delay of receiving Data packets. This basic scheme is used by all pro-

posed forwarding strategies that are provided within version 1.0 of the ns3/ndnSIM simu-

lator [121]:

� Flooding: Interests are forwarded to all Green and Yellow faces supplied by the

FIB. Note that this implies that on every traversed node the Interest may get replicated

several times (depends on the number of matching FIB entries).

� SmartFlooding: Interests are forwarded to the highest-ranked Green face. If no

Green face is available, an Interest is forwarded via all Yellow faces.

� BestRoute(1): Interests are forwarded to the highest-ranked Green face. If no Green

face is available, an Interest is forwarded via the highest-ranked Yellow face.

Furthermore, forwarding strategies in ns3/ndnSIM v1.0 can be supplemented by several

enhancements [121]. One example are Interest Limits, which conceptually are Token Bucket

filters [122]. For instance, if the highest ranked interface reaches its transmission limit, an

Interest Limit ensures that another face is selected for forwarding further requests. Further

supplements are negative acknowledgement messages (NACKs), which can be returned to

an Interest issuer to provide immediate feedback if a request cannot be satisfied (e.g., due

to the imposed Interest Limits).

Recently ns3/ndnSIM v2.0 [37] was released. The newer version no more re-implements

basic NDN primitives, such as forwarding, but uses code from the NDN Forwarding Dae-

mon (NFD) [38]. This allows near-realistic simulations since the code-base of the NFD is

used, which has been developed for physical hardware. The step towards more realistic

simulations resulted in major changes in the simulator also affecting the implemented for-

warding strategies. In ns3/ndnSIM v2.0 strategies no longer rest on the aforementioned

color scheme and cannot take advantage of additional features such as Interest Limits or

NACKs. We shortly outline the forwarding strategies available in the NFD [38]:

Page 73



Chapter 4. Stochastic Adaptive Forwarding in NDN

� Broadcast: Interests are forwarded to all faces supplied by the FIB (Since the latest

patch for ndnSIM v2.1 was published, this strategy is also known as Multicast Strategy).

� BestRoute(2): Interests are forwarded to the lowest-cost (e.g., in terms of hop count)

upstream face indicated by routing. Actually, there is a name collision between this

strategy and the BestRoute(1) provided by [121]. As we are going to consider only this

strategy as competitor to SAF (will be justified later on), we use the name BestRoute

for BestRoute(2) in the remainder of this thesis.

� NCC: Interests are forwarded to those faces that provide Data packets with the lowest

delay. NCC is not an acronym. Its name was derived from flipping the initials of

the term Content-Centric Networking (CCN) [34]. NCC was the default forwarding

strategy implemented in PARC’s CCNx (v0.7.2) and has been ported to the NFD.

As the aforementioned strategies are available in the ns3/ndnSIM simulator, they can

easily be used for comparison with new approaches. Since we are focusing on a realistic ap-

proach with SAF, we regard ns3/ndnSIM v.2.0 as the platform most suitable for evaluations

and performance measurements. For this reason, we consider the algorithms Broadcast, Be-

stRoute, and NCC for comparison to SAF, and do not take into account their predecessors,

Flooding, SmartFlooding, and BestRoute available in ndnSIM v.1.0.

In [107] Rossini and Rossi propose [ideal] Nearest Replica Routing ([i]NRR), an approach

to couple caching and forwarding extending aNET [123]. The iterative algorithm provided

in [107] makes use of an oracle providing information on the availability of content in all

caches in the network. The strategy selects the face with the shortest distance to the content,

which prefers nearby caches rather than forwarding the Interest towards the content origin.

iNRR is implemented in the ccnSIM simulator [124]. Although the authors indicate that an

implementation of a perfect oracle is not feasible in a real environment, we consider iNRR

with perfect knowledge about the individual content chunks in the caches as a competitor to

SAF. Please note that in [107] some practical approaches using off-path exploration to assess

the necessary information provided by the oracle for the concept of NRR are proposed.

Chiocchetti et al. [125] developed INFORM, which is an adaptive hop-by-hop forwarding

strategy using reinforcement learning inspired by the Q-routing framework. INFORM is able

to discover temporary copies of content not present in the routing table, thus increasing the

effectiveness of forwarding. The authors have implemented and evaluated INFORM within
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ccnSIM [124]. Unfortunately, they indicate on their website 1 that due to a lack of manpower

no release candidate or source code package for this strategy can be provided. However,

the authors also indicate that one should prefer iNRR over INFORM for comparison, since

it outperforms INFORM. Since iNRR is already on our list as a competitor to SAF, we do

not consider INFORM as a competitor.

In [95] Carofiglio et al. derive a set of optimal dynamic multi-path congestion control

protocols and request forwarding strategies from a multi-commodity flow problem. The

proposed Request Forwarding Algorithm (RFA) in [95] is outlined in detail and is a good

candidate for comparison. The idea of the algorithm is simple yet effective. For each

content-prefix and for each face, RFA monitors the PIT entries. The forwarding probability

of a face is then determined by a weight, which is actually a moving average over the

reciprocal count of the PIT entries. We re-implemented this algorithm for ndnSIM v2.0

and for the NFD for comparison.

Qian et al. [126] proposed the concept of Probability-based Adaptive Forwarding. The

basic idea is to select faces based on a probability distribution, which is also similar to our

approach. However, noticeable differences are that [126] is inspired by ant colony optimiza-

tion and focuses on delay minimization. As described later on in the thesis, SAF is generic

providing opportunities to adapt forwarding with respect to further circumstances. We in-

troduce a virtual face that enables content- and context-aware adaptation. Furthermore, we

do not introduce distinguished Interest packets for probing only, which keeps our approach

compatible to other forwarding strategies used in the network. Since we consider a possible

interplay among the individual strategies as mandatory, we do not consider this approach

as a competitor.

Yeh et al. [119] proposed VIP, a framework for joint dynamic forwarding and caching

in NDN. In this system, Virtual Interest Packets (VIPs) capture the measured demand

for respective data objects. The VIP count in a part of a network represents the local

level of interest in a given object. The VIP framework employs a virtual control plane

which operates on the VIPs. Distributed control algorithms are used to guide caching and

forwarding strategies. We do not consider the VIP framework as a competitor due to:

i) absence of a reference implementation; ii) difficulties to precisely reproduce the results:

the illustration in [119] leaves room for interpretation regarding the individual parts (virtual

control plane, communication protocols, control algorithms) and their interplay; iii) no

1http://perso.telecom-paristech.fr/˜drossi/index.php, accessed 2016/07)
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estimation regarding the communication overhead is provided.

Recently, Udugama et al. [127] published On-demand Multi-Path Interest Forwarding

(OMP-IF). This forwarding strategy uses multiple node disjoint paths for Interest forward-

ing simultaneously. Each router may only use a single face (from the FIB) for forwarding

per content-prefix to ensure node disjointness. The client is responsible for triggering the

multi-path transmission by utilizing a weighted round-robin mechanism based on path de-

lays distributing Interests over multiple faces. However, considering only node disjoint

paths may leave some network resources unused. We consider OMP-IF as a competitor and

implemented the strategy as presented in [127] for ndnSIM v2.0.

4.2 Implementing Stochastic Adaptive Forwarding

This section deals with the terminology and design of SAF. First, in Subsection 4.2.1 the

network, content and node models are discussed, which state the necessary preconditions

for the presented approach. Subsequently, we show that SAF enables adaptive forward-

ing based on a given measure. The design of MT , an exemplary measure maximizing the

Interest satisfaction ratio, is illustrated in Subsection 4.2.2. Subsection 4.2.3 shows how

SAF identifies unsatisfied traffic. SAF defines update operations that modify the forward-

ing probabilities for the individual (inter-)faces on a per-content basis to avoid unsatisfied

traffic (cf. Subsection 4.2.4). The ultimate goal of SAF is to optimize a node’s forwarding

behavior such that it performs optimally in terms of a given measure. The design of these

update operations is presented and exemplarily discussed based onMT in Subsection 4.2.5.

Furthermore, Subsection 4.2.6 discusses SAF’s probing mechanism, which enables to iden-

tify paths to nearby content replicas unknown to the routing plane. Finally, two examples

are presented in Subsection 4.2.7 illustrating the functionality of SAF.

4.2.1 Network, Content and Node Models

SAF rests on the following network model: N (V, E) denotes a network consisting of a set

of nodes V and a set of edges/links E ⊆ V ×V. Each node v ∈ V maintains a physical

face F(v,u) (e.g., wireless network interface) for each tuple (v, u) ∈ E . We define the list

of physical faces on v as F ′v :=
⋃

(v,u)∈EF(v,u), where |F ′v| denotes the number of physical

links/faces of v. A node may receive Interests on any Fin ∈ F ′v and tries to satisfy these

requests by either returning a locally stored copy of the requested data or by forwarding
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the Interest to a suitable face Fout ∈ F ′v \ {Fin}. The content catalogue in N is determined

by a set C. Each c ∈ C denotes content that can be retrieved using a common prefix.

In addition to the physical faces F ′v, each node maintains a distinguished virtual face

FDv , which acts as overpressure valve. The set Fv = F ′v ∪{FDv} denotes the entire set of

faces known to v. SAF is an algorithm local to each node, requiring no explicit communi-

cation between nodes. Therefore further discussion on SAF focuses only on a single node,

which allows us to omit the subscripts v identifying a specific node for the remainder of this

chapter. The virtual face FD is treated as an ordinary face by SAF, however, any Interest

forwarded to this face is discarded; the use of this dropping face will be made clear in the

course of the section.

Every node maintains a so-called Forwarding Table (FWT). This table can be repre-

sented by a two-dimensional matrix, where the rows correspond to the set of faces F and

the columns correspond to the different contents from the catalogue C. The elements of the

matrix indicate the confidence (probability) with which a certain outgoing physical face can

provide data for a certain prefix. For instance, the following matrix represents an example

FWT for a node with F = {FD, F0, F1, F2} and C = {c0, c1, c2}:

FWT =



c0 c1 c2

FD 0 0 1/3

F0 1/3 1/2 0

F1 2/3 0 2/3

F2 0 1/2 0


The FWT provides the probability of forwarding an Interest for content cl on face Fi.

We denote p(Fi, cl) as the forwarding probability that an Interest asking for cl will be

forwarded on Fi, for instance, p(F1, c0) = 2
3 . Note that, for any cl, the corresponding

column of the FWT specifies a discrete probability distribution:
∑

Fi∈F p(Fi, cl) = 1. The

decision to forward a given Interest on a face is as simple as drawing a random number

from a uniform distribution U(0, 1− p(Fin, cl)). Algorithm 4.1 sketches the face selection

process, which is also known as inverse transform sampling. The function nextDouble() (cf.

Alg. 4.1 line 2) draws a number from the distribution U and pop() (cf. Alg. 4.1 line 4)

removes and returns the top element of a list (Flist). The algorithm requires O(|F|) steps.

As the number of faces is usually constant on a node, the algorithm is actually in O(1).
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Algorithm 4.1 Select outgoing Face for an Interest

1: Flist ← F \{Fin, FD}, limit← 0.0
2: rand← U(0, 1− p(Fin, cl)).nextDouble()
3: while Flist 6= ∅ do
4: Fcur ← Flist.pop()
5: limit← limit+ p(Fcur, cl)
6: if rand ≤ limit then
7: return Fcur
8: end if
9: end while

10: return FD

Figure 4.1 illustrates an NDN node using SAF. The design of the FWT provides two

opportunities to perform adaptive forwarding, which are implemented by the Adaptation

Engine. First, modifications of the probabilities within a single column (solid, red lines in

Figure 4.1) of an FWT change the forwarding probabilities for Interests asking for a specific

cl. These updates modify which faces/paths are preferred for forwarding Interests. Second,

shifting forwarding probabilities among different columns (dashed, blue lines in Figure 4.1)

allows prioritization of specific content types/prefixes. For instance, assume cl is more

important than ck. In this case it can be beneficial to increase the probability of dropping

Interests for ck in favor of cl. The necessary statistical information for these operations is

provided by the Statistic Collector, which monitors the Interests received and satisfied by

faces.

This chapter focuses on the core forwarding part of SAF (cf. solid, red lines in Fig-

ure 4.1). Additional context- and content-aware adaptations (cf. dashed, blue lines in

Figure 4.1) are inherently supported by the design of SAF. However, since this kind of

operations are more complex we defer the discussion of such mechanisms to Chapter 5. So,

they are considered as out of scope for this chapter. Note that the forwarding core of SAF

operates separately within a single column (content prefix) of the FWT. Therefore, and

for the sake of readability we omit the notion of different c ∈ C for the remainder of this

chapter.

4.2.2 A Throughput-Based Forwarding Measure

As previously mentioned, SAF is based on a measure. In the following we discuss the

necessary fundamentals of measure theory. Furthermore, we argue that the selected (signed)

measure can be expressed using a probability density function (cf. Theorem 4.1), and
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Figure 4.1: The model of an NDN node using SAF. The adaptation engine provides
two levels of adaptation. The red, solid lines indicate adaptations considering operations
concerning a single prefix, while the blue, dashed lines indicate adaptation over multiple
contents considering context and content information.

therefore, a definite and optimal forwarding solution exists that is obtained by our approach

(cf. Theorem 4.2). So, recapitulate the definition of a σ-Algebra. A σ-Algebra is a set of

collections that suffices Definition 4.1. The definition of a (signed) measure is given in

Definition 4.2. SAF is based on the measure M as defined in Definition 4.3.

Definition 4.1. LetA be some set and P(A) denotes its power set. ThenA, withA ⊆ P(Ω)

is denoted as σ-Algebra with respect to the universal set Ω if and only if it holds that:

i) ∅,Ω ∈ A; ii) A ∈ A ⇒ A ∈ A, (where A denotes the complement A = Ω \A); and

iii) ∀Ai ∈ A, 1 ≤ i ≤ n, n ∈ N :
⋃
i≥1Ai ∈ A. [128]

Definition 4.2. Let (Ω,A) be a measurable space with a universal set Ω, µ : A → R∪
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{∞,−∞} is a (signed) measure if and only if: i) µ(∅) = 0; ii) ∀Ai, Aj ∈ A, i 6= j, Ai ∩Aj =

∅ : µ(Ai ∪Aj) = µ(Ai) +µ(Aj); and iii) ∀A ∈ A : µ(A) ≥ 0 (only if not signed). [128]

Definition 4.3. Let (Ω,A) be a measurable space with a universal set Ω, the corresponding

σ-Algebra A ⊆ P(Ω) and M, S, U : A → R: ∀Fi ∈ F \ {FD}, ∀A ∈ A : MFi(∅) = 0,

MFi(A) = SFi(A)−UFi(A) and ∀A ∈ A :MFD(A) = 0.

SFi(A) provides a measure for satisfying Interests and UFi(A) defines a measure for not

satisfying Interests. Note that, since UFi(A) is the complementary measure to SFi(A), it

suffices to define SFi(A). SFi(A) is not predefined by SAF, which allows to use an arbitrary

measure. For instance, one may define SFi(A) as the number of Interests that are satisfied by

Data packets below a certain delay threshold. The objective ofM, therefore the definition of

SFi(A), guides the update operations for the FWT. These operations are issued periodically,

e.g., once every second. SAF finds the optimal forwarding strategy by maximizing M over

the periods. The forwarding core of SAF operates separately on each column (prefix) of the

FWT, thus providing for decoupling of periods for the different contents (prefixes). This

allows to spread the node’s work load over time. It remains to be shown that M suffices

the conditions for a signed measure:

Proposition 4.1. Let (Ω,A) be a measurable space with a universal set Ω. Given two

measurable functions S,U and ∀A ∈ A it holds that the linear combination M(A) =

S(A)−U(A) suffices the definition of a signed measure.

Proof [Proposition 4.1] It is easy to show that any canonical combination of measures

(
∑n

i=1αi ·µi, αi ∈ R+) is again a (positive) measure, but not the linear combination (αi ∈ R)

of positive measures (thus, positive measures are only closed under the canonical combina-

tion and not under linear combination). However, signed measures are the linear closure

of positive measures. Thus, it immediately follows that MFi(A) = SFi(A)−UFi(A) is a

signed measure because SFi(A) and UFi(A) are measures, and M is a linear combination

of these measures. �

In the following we show that for M a probability density function exists that can

be maximized. Therefore, we require Definition 4.4 that defines the relation of absolutely

continuous measures. Our given measures S and U are therefore absolutely continuous on a

measurable space (Ω,A) with respect to the counting measure (denoted as µc, with A ∈ A)
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defined by Equation 4.1.

µc(A) =

|A| if A is finite,

∞ if A is infinite.
(4.1)

Definition 4.4. Let (Ω,A) be a measurable space, given two (signed) measures µ and ν.

Then ν is called absolutely continuous concerning µ (ν � µ) if ∀A ∈ A : µ(A) = 0 ⇒
ν(A) = 0. [128]

Theorem 4.1. (Radon-Nikodym [129]). Let (Ω,A) be a measurable space, given two σ–

finite measures µ and ν, with ν � µ. Then there exists a definite non-negative measurable

function f ∈ f : Ω→ R+ that holds ν(A) =
∫
Afdµ,∀A ∈ A.

Considering Theorem 4.1, we know that there exist probability functions for S and U

with respect to µc such that we can express S and U by S(A) =
∫
Afsdµc, and U(A) =∫

Afudµc. Thus, we can express M using Definition 4.3 by ∀A ∈ A : M(A) =
∫
Afsdµc−∫

Afudµc =
∫
A(fs− fu)dµc, and therefore, a probability density function for M exists that

can be maximized.

In this chapter we use the measureMT , which maximizes the throughput by investigat-

ing the Interest satisfaction ratio on individual faces. Therefore, we consider for each node

the set of forwarded Interests In during period n, for which a Data packet has been received

(satisfied Interest) or a timeout has occurred (unsatisfied Interest) within that period n.

Interests neither satisfied nor unsatisfied within a period are termed pending. We define

SFi(In) := |{j ∈ In : j is satisfied by a Data packet on Fi}| and UFi(In) := |{j ∈ In : j

is not satisfied on Fi}| ∀Fi ∈ F \ {FD}, and SFD(In) = |{j ∈ In : j is satisfied by FD}|
(FD satisfies Interests by definition, but note that MFD(A) = 0); UFD(In) = 0). Pending

Interests are not considered within the current period and their classification is postponed

until the next period. This implicitly defines MT .

Remark 4.1. The ongoing discussion of SAF is agnostic to a concrete instantiation of a

measure M. One may use other measures than MT considering the hop count or delay of

received Interests. For instance, one may define a hop count-based measureMH as follows:

SFi(In) := |{j ∈ In : j is satisfied by a Data packet d on Fi, where d traversed fewer than

h hops}|, ∀Fi ∈ F \ {FD}, and SFD(In) = |{j ∈ In : j is satisfied by FD}|.

For the sake of simplicity we write SFi for SFi(In) and UFi for UFi(In) for the remainder

of the chapter. Table 4.1 depicts variables and expressions which are used for the definition
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of M and for SAF’s update operations. Since these operations are executed during the

transition from one period to another, variables hold the observed system state that is

observable at the end of a given period.

Note that SAF is also scalable concerning space complexity. While classical approaches

maintain a list of outgoing faces per prefix, SAF requires a vector of forwarding probabilities

instead (cf. Figure 4.1). For instance, assume that those probabilities are quantized into

the range of a byte. Furthermore, for each combination of prefixes and faces, SAF requires

two counting variables (e.g., 4 bytes) representing SFi and UFi . Then the space complexity

for SAF is given by |C| · |F| · 9 bytes. Since F is usually fixed on a node, space complexity

is in O(|C|), as for most forwarding strategies (cf. Section 4.1.3).

4.2.3 Identifying Unsatisfied Traffic

For all update operations, SAF requires knowledge about the total unsatisfied traffic fraction

δ. It provides information about the traffic percentage that has been forwarded towards

wrong faces, given the measure M. Using the expressions from Table 4.1, δ can be defined

as given by Equation 4.2.

δ =


1−

∑
Fi∈F

STFi =
∑
Fi∈F

UTFi if I > 0,

0 otherwise.

(4.2)

δ denotes the amount of traffic that should be forwarded on other faces during the next

period. However, it is not yet known which faces provide a poor service and should therefore

receive less traffic, and vice versa. For this reason, SAF splits the set of all physical faces

F \ {FD} into two disjoint subsets: (i) FR, the set of reliable faces, and (ii) FU , the set of

unreliable faces. This partitioning is based on the definition of the reliability of a face RFi

and the dynamic reliability threshold t. The threshold t is adapted based on a node’s health

status in the interval t ∈ [tmin, tmax], which will be discussed later. Note that the definition

of RFi is based only on the defined measure SFi .

The partitioning of F \ {FD} into FR and FU provides a starting point to improve a

node’s forwarding decisions. SAF’s update operations focus on shifting traffic from the

unreliable faces towards the reliable faces. The next step for SAF is to evaluate the amount

of traffic from faces in FU that can be shifted to faces in FR without overloading those. For

this purpose, we define δU (cf. Equation 4.3), which specifies the accumulated unsatisfied
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traffic from faces in FU only.

δU =


1−

∑
Fi∈FU

STFi =
∑
Fi∈FU

UTFi if I > 0,

0 otherwise.

(4.3)

Var./Exp. Definition / Explanation

SFi Number of satisfied Interests on Fi.

FD satisfies Interests by definition.

UFi Number of unsatisfied Interests on Fi.

I
∑

Fi∈F [SFi +UFi ], satisfied and

unsatisfied without pending Interests.

STFi


SFi
I

if I > 0

0 otherwise.

Satisfied traffic

fraction on Fi.

UTFi


UFi
I

if I > 0

0 otherwise.

Unsatisfied traffic

fraction on Fi.

RFi


SFi

SFi +UFi
if SFi +UFi > 0

1 otherwise. Reliability of Fi.

p(Fi) Forwarding probability for face Fi.

t t ∈ [tmin, tmax], reliability threshold.

tmax ∈]0, 1[, and tmin ∈]0, tmax[.

FR {Fi ∈ F \ {FD} | RFi ≥ t}, reliable faces.

FU F \ (FR ∪{FD}), unreliable faces.

FS {Fi ∈ FR | STFi +UTFi > 0},
faces that may take additional traffic.

FP FR \FS , faces used for probing.

δ ∈ [0, 1] Total unsatisfied traffic fraction.

δU ∈ [0, 1] Unsatisfied traffic on faces in FU .

αFi ∈ ]0, 1]
1

1 +
√
V ar(X)

, traffic stability indicator, where

X is a window over SFi with length N .

∆ ∈ [0, 1] δU with respect to αFi∀Fi ∈ FU .

σFi Resources for additional Interests on Fi.

ρ ∈ [0, 1] Traffic fraction used for probing.

τ ∈ (0,∞) Duration of a period in seconds.

Table 4.1: Variables and expressions for SAF.
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4.2.4 Update Operations

At the end of each period, SAF’s objective is to shift the traffic fraction δU from FU to

FR, or, in the worst case, to the virtual face FD. In order to neglect short-term effects, the

shifting of traffic is relaxed by αFi ∈]0, 1]. αFi is an indicator for the stability of the satisfied

traffic over Fi and is defined in Table 4.1. It is determined by the standard deviation of

the satisfied Interests over a given number of periods. Note that, the larger the standard

deviation of SFi over the periods, the smaller αFi , and vice versa. This ensures that SAF

balances the updates of the FWT taking into account traffic stability, which allows stronger

changes if the observed state is steady over the periods. Plugging αFi into Equation 4.3

provides the relaxed unsatisfied traffic fraction ∆, as denoted in Equation 4.4.

∆ =


∑
Fi∈FU

UTFi ·αFi if I > 0,

0 otherwise.

(4.4)

Algorithm 4.2 Pseudocode for the FWT updates in SAF

1: ∆← determineUnsatisfiedTraffic()
2: Γ← ∆ + p(FD)
3: if Γ > 0 then
4: FS ,FP ← splitSet(FR)
5: shiftTraffic(FU,FS,Γ)
6: p(FD) = Γ−Γ′

7: if p(FD) > 0 then
8: probeOnFaces(FP)
9: if p(FD) > (1− t) then

10: decreaseReliability(t)
11: end if
12: end if
13: else if I > 0 then
14: increaseReliability(t)
15: end if

Algorithm 4.2 outlines SAF’s update procedure, which can be used as the road map

for Subsections 4.2.4 to 4.2.6. In line 2 of Algorithm 4.2, Γ is introduced. Γ denotes the

sum of the unsatisfied traffic fraction ∆ and the current forwarding probability p(FD) of

the virtual face FD. It is important to consider the sum of ∆ and p(FD), as ∆ does not

consider the discarded traffic fraction on FD. Note that ∆ > 0 ⇔ FU 6= ∅ as indicated by

Proposition 4.2. Remark : ∆ = 0 6⇒ UTFi = 0 : ∀Fi ∈ F .
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Proposition 4.2. Suppose ∀Fi ∈ F : αFi ∈]0, 1] and I > 0. Then, it holds that ∆ >

0 ⇐⇒ FU 6= ∅.

Proof [Proposition 4.2] ”⇒”, suppose that FU = ∅, we have

0 < ∆ =
∑
Fi∈FU

UTFi ·αFi︸ ︷︷ ︸
= 0, since FU = ∅

=
∑
Fi∈FU

UFi
I
·αFi︸ ︷︷ ︸

= 0, since FU = ∅

= 0

which is a contradiction to the assumption. Thus, ∆ > 0 ⇒ FU 6= ∅. ”⇐”, suppose that

∆ = 0. Since FU 6= ∅ and according to the definition of FU and FR, we have

0 = ∆ = α · δU =
∑
Fi∈FU

UFi
I
·αFi︸ ︷︷ ︸

> 0, since FU 6= ∅ and αFi
> 0

> 0,

which is a contradiction. Thus, FU 6= ∅ ⇒ ∆ > 0. �

Algorithm 4.2 has a trivial case, which eventuates if Γ = 0. In this case no changes in

the FWT are required, since neither unsatisfied traffic exists nor any traffic is dropped in

advance. In this favorable case, t is increased if I > 0 in this period. However, if Γ > 0,

SAF resolves the unsatisfied traffic using the two following approaches: i) adaptation of

the forwarding probabilities within the FWT (cf. Alg. 4.2 line 4-5); ii) identification of yet

unknown paths to the desired content via probing (cf. Alg. 4.2 line 8). For the sake of

simplicity, we separate the further discussion of Algorithm 4.2 into these two parts. The

adaptation of the reliability threshold (cf. Alg. 4.2 lines 10 and 14) is discussed at the end

of the second part.

Note that Algorithm 4.2 is executed for each content prefix in the FWT (cf. Figure 4.1).

If we assume the worst case for Algorithm 4.2 (Γ > 0, p(FD) > 0, and p(FD) > (1− t)),
then the asymptotic time complexity is given by O(|C|). This is due to the fact that only

simple arithmetic operations are used (cf. Subsection 4.2.5 and 4.2.6), and their quantity

solely depends on the number of faces |F|, which is usually constant.

4.2.5 Adaptation of Forwarding Probabilities

SAF shifts traffic between faces only if Γ > 0. The principal objective in this step is to

shift the unsatisfied traffic from the unreliable faces FU towards the reliable faces FR (cf.

Alg. 4.2 line 5) without overloading them. Of course, this is not always possible, which in
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the worst case forces the algorithm to forward some Interests towards the virtual face FD

(cf. Alg. 4.2 line 6). Before any actions are taken, SAF splits the set FR into two disjoint

subsets. The subset FS ⊆ FR includes only faces from FR which have successfully forwarded

Interests in the current period. The second subset, FP = FR \FS (cf. Table 4.1), includes

faces that are considered as reliable only because they have not forwarded any Interests

(∀Fi ∈ FP : SFi = UFi = 0) in the current period. So it is very likely that faces in FP
cannot fulfill requests, which is why we do not consider them for attracting additional traffic.

Before SAF performs the shifting, it determines how much additional traffic the faces

in FS may take, without decreasing their reliability below t. Proposition 4.3 provides

σFi , which denotes the number of additional Interests the face Fi ∈ FS may take without

dropping RFi below t.

Proposition 4.3. For a given reliability t, every Fi ∈ FS can satisfy 0 ≤ σFi ≤ b
SFi
t
−

SFi −UFic additional Interests.

Proof [Proposition 4.3] Since Fi ∈ FS and based on the definition of RFi we have,

SFi
SFi +UFi +σFi

≥ t⇒ σFi ≤
SFi
t
−SFi −UFi

�

Given Γ and σFi∀Fi ∈ FS , SAF is able to determine the maximum traffic that can/should

be shifted from FU to FS . We denote this amount as Γ′ as defined in Equation 4.5.

Γ′ = min
(1

I
·
∑
Fi∈FS

σFi ,Γ
)

(4.5)

The next step for SAF is to determine the forwarding probabilities for period n+ 1 by:

i) decreasing the forwarding probabilities for faces in FU by Γ′, Equation 4.6; ii) increasing

the forwarding probabilities for faces in FS by Γ′, Equation 4.7.

∀Fi ∈ FU : pn+1(Fi)← pn(Fi)−UTFi ·αFi (4.6)

∀Fi ∈ FS : pn+1(Fi)← pn(Fi) + Γ′ · σFi∑
Fi∈FS

σFi
(4.7)

Note that Equation 4.6, does not use Γ′ to determine the amount of the traffic reduction.

Instead, the complete unsatisfied traffic from a face Fi ∈ FU considering αFi is removed,
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which exactly adds up to ∆. As the residual traffic (Γ −Γ′) can not be satisfied by

any Fi ∈ F \ {FD}, it is beneficial to drop this portion of the traffic. Forwarding those

Interests would likely cause congestion and impair the performance. Therefore, SAF simply

determines the amount of residual unsatisfied traffic and puts it on the virtual face FD,

denoted by Equation 4.8 (cf. Alg. 4.2 line 6). Theorem 4.2 shows that SAF converges to a

steady state, which is defined as a state where FU = ∅.

p(FD) = Γ−Γ′ (4.8)

Theorem 4.2. Given any state with FU 6= ∅, t ∈ [tmin, tmax] and without the loss of

generality set α sufficiently small (i.e., α = min(αFi : Fi ∈ FU )). dFi denotes the number

of Interests that can be satisfied on face Fi, p
∗(Fi) =

dFi
I denotes the optimal forwarding

probability for face Fi and I denotes the number of Interests that shall be forwarded in every

period. Assume that I is constant for every period and that I · p(Fi) ≥
dFi
t . According to

Equations 4.6, 4.7 and 4.8 SAF converges to FU = ∅ after n periods (iterations) bounded

by:

n ≤ max
Fi∈FU

(⌈
ln(

dFi
t − dFi)− ln(p0(Fi) · I − dFi)

ln(1−α)

⌉)
, (4.9)

where p0 denotes the initial forwarding probability.

Proof [Theorem 4.2] In the case of FU 6= ∅, SAF uses Equation 4.6 to reduce the forwarding

probabilities on every Fi ∈ FU until all become reliable. According to the definition of RFi ,

Fi ∈ FU iff pn(Fi) · I >
dFi
t

. In this case we either shift the probabilities ∀Fi ∈ FU to faces

in FS , or we drop the traffic by increasing the forwarding probability of FD. Since we may

express UTFi as pn(Fi)−
dFi
I

assuming a perfect random distribution for Algorithm 4.1,

and according to Equation 4.6 we have, ∀Fi ∈ FU :

pn+1(Fi) = pn(Fi) · (1−α) +α · dFi
I
. (4.10)
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Expanding the recursion,

pn+1(Fi) = pn(Fi) · (1−α) +α
dFi
I

pn+1(Fi) =

(
pn−1(Fi) · (1−α) +α

dFi
I

)
· (1−α) +α

dFi
I

...

pn+1(Fi) =

(
...

(
p0(Fi) · (1−α) +α

dFi
I

)
· ... · (1−α) +α

dFi
I

)
· (1−α) +α

dFi
I

suggests that Equation 4.11 holds. We proof this assumption by induction:

Basis: n = 1

p0(Fi) · (1−α)1 +α · dFi
I
·

1−1∑
j=0

(1−α)j︸ ︷︷ ︸
=1

= p0(Fi) · (1−α) +α · dFi
I

Induction: n→ n+ 1:

pn+1(Fi) =

p0(Fi) · (1−α)n +α · dFi
I
·
n−1∑
j=0

(1−α)j

 · (1−α) +α · dFi
I

= p0(Fi) · (1−α)n+1 +α · dFi
I
·
n−1∑
j=0

(1−α)j · (1−α) +α · dFi
I

= p0(Fi) · (1−α)n+1 +α · dFi
I
·
n−1∑
j=0

(1−α)j+1 +α · dFi
I
· (1−α)0

= p0(Fi) · (1−α)n+1 +α · dFi
I
·
n∑
j=1

(1−α)j +α · dFi
I
· (1−α)0

= p0(Fi) · (1−α)n+1 +α · dFi
I
·
n∑
j=0

(1−α)j .

pn(Fi) = p0(Fi) · (1−α)n︸ ︷︷ ︸
lim
n→∞

→0

+α · dFi
I
·
n−1∑
j=0

(1−α)j︸ ︷︷ ︸
lim
n→∞

→α·
dFi
I
· 1
α

. (4.11)

Equation 4.11 and lim
n→∞

pn(Fi) =
dFi
I provides the claim that pn(Fi) → p∗(Fi) and with

t → 1, p∗(Fi) =
dFi
I denotes the optimum for face Fi. Further, one easily shows that the
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convergence speed (|pn+1(Fi)− p∗(Fi)| ≤M · |pn(Fi)− p∗(Fi)|) is linear with M = (1−α):

|pn(Fi)− p∗(Fi)| =

|p0(Fi) · (1−α)n +α · dFi
I
·
n−1∑
j=0

(1−α)j − dFi
I
| =

|(p0(Fi) · (1−α)n−1 +α · dFi
I
·
n−2∑
j=0

(1−α)j) · (1−α) +α · dFi
I
− dFi

I
| =

|(p0(Fi) · (1−α)n−1 +α · dFi
I
·
n−2∑
j=0

(1−α)j) · (1−α)− (1−α) · dFi
I
| =

|(1−α)| · |(p0(Fi) · (1−α)n−1 +α · dFi
I
·
n−2∑
j=0

(1−α)j)− dFi
I
| ≤

|1−α| · |pn−1(Fi)− p∗(Fi)|.

By plugging the expression given in Equation 4.11 for pn(Fi) into pn(Fi) · I >
dFi
t

and

using the formula for the geometric series (0 < 1−α < 1) we have,

pn(Fi) · I >
dFi
tp0(Fi) · (1−α)n +α · dFi

I
·
n−1∑
j=0

(1−α)j

 · I > dFi
t

(p0(Fi) · (1−α)n) · I +α · dFi ·
n−1∑
j=0

(1−α)j >
dFi
t

(p0(Fi) · (1−α)n) · I +α · dFi ·
1− (1−α)n−1

1− (1−α)
>
dFi
t

(p0(Fi) · (1−α)n) · I +
α · dFi −α · dFi · (1−α)n−1

α
>
dFi
t

(p0(Fi) · (1−α)n) · I + dFi − dFi · (1−α)n−1 >
dFi
t

(1−α)n · (p0(Fi) · I − dFi) + dFi >
dFi
t

(4.12)

If we re-arrange Equation 4.12, then the number of periods n until all unreliable faces
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become reliable is bounded by:

n ≤ max
Fi∈FU

(⌈
ln(

dFi
t − dFi)− ln(p0(Fi) · I − dFi)

ln(1−α)

⌉)
�

Remark 4.2. In Theorem 4.2 we assumed a constant number of Interests in each period.

In order to show that Theorem 4.2 is still valid given a varying number of Interests for each

time dependent period, we may define a period by the number of Interests. Thus, we again

have a constant number of Interests during a period and Theorem 4.2 holds.

Remark 4.3. Let (R, |x− y|) be a metric space. According to Equation 4.10, p∗(Fi) is a

fixed point. This fixed point is globally asymptotic stable for α ∈]0, 1].

Proof [Remark 4.3] Let Φ(k, κ, ξ) = ξ(1−α)k−κ +α · dFiI ·
∑k−1

j=κ(1−α)j+1 · 11{k≥κ} with

initial pair (ξ, κ) ∈ R×N, pκ = ξ and k ≥ κ be the general solution to our autonomous

difference equation given in Equation 4.10. First, we show that p∗(Fi) is a fixed point and

it is globally attractive.

pn(Fi) · (1−α) +α · dFi
I

= pn(Fi) ⇐⇒ pn(Fi) =
dFi
I
.

According to Theorem 4.2, it follows that for α ∈]0, 1] the fixed point p∗(Fi) is globally

attractive (∀(ξ, κ) ∈ R×N : limn→∞|pn(Fi)− p∗(Fi)| = 0). Second, we show that the

solution p∗ =
dFi
I is stable for all α ∈]0, 1]. For α ∈]0, 1[, ∀k ∈ N, k ≥ κ and for any ε > 0

we have,

|Φ(k, κ, ξ)− p∗(Fi)| =

|ξ · (1−α)k−κ +α · dFi
I
·
k−1∑
j=κ

(1−α)k−(j+1) · 11{k≥κ}︸ ︷︷ ︸
∗

−dFi
I
| (4.13)

We may express * by using a index shift as:

α · dFi
I
·
k−κ−1∑
j=0

(1−α)j =

α · dFi
I
· 1− (1−α)(k−κ)

1− (1−α)
=

dFi
I
· (1− (1−α)(k−κ))
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Plugging this into Equation 4.13 we have,

|ξ · (1−α)k−κ +α · dFi
I
·
k−1∑
j=κ

(1−α)k−(j+1) · 11{k≥κ}−
dFi
I
| =

|ξ · (1−α)k−κ +
dFi
I
· (1− (1−α)(k−κ))− dFi

I
| =

|ξ · (1−α)k−κ +
dFi
I
− dFi

I
(1−α)(k−κ)− dFi

I
| =

|ξ · (1−α)k−κ− dFi
I

(1−α)(k−κ)| =

| (1−α)k−κ︸ ︷︷ ︸
≤1

·
(
ξ− dFi

I

)
| ≤

|ξ− dFi
I
| < ε ∀ξ ∈ Bδ

(dFi
I

)
,

with δ = ε
2 , where Bδ(y) := {x ∈ R : |x− y| < δ}. For α = 1 the proof is analogues. Thus,

p∗(Fi) is globally asymptotic stable. �

4.2.6 Searching for Unknown Paths and Cached Replicas

After shifting traffic in the previous step, p(FD) holds the residual traffic that cannot be

forwarded on the physical faces. This traffic is going to be dropped by the virtual face FD.

SAF’s probing mechanism takes a share of this traffic and uses it to discover new paths

towards the content origin or to discover nodes holding cached replicas. The fraction of the

traffic that is used for probing is limited by ρ as denoted in Equation 4.14. The probe is

defined by Equation 4.15.

ρ = 1−
∑

Fi∈F\FD

STFi = δ−STFD (4.14)

probe = p(FD) · ρ (4.15)

ρ increases based on the proportion of the satisfied and the unsatisfied traffic on physical

faces. The larger the fraction of the unsatisfied traffic, the larger ρ. The idea behind this

is that the more unsatisfied traffic we have, the more important it is to discover additional

paths to the content. In the worst case where p(FD) = 1 the entire traffic is used for probing.

For instance, this can happen when a previously working path to the content suffers from

link failure(s). In this case probing may help to circumvent the broken link or to identify
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yet unknown path(s) to cached content replicas. The probe is uniformly distributed on all

faces in FP as denoted in Equation 4.16. Finally, the forwarding probability of the virtual

face FD needs to be adjusted as outlined in Equation 4.17.

∀Fi ∈ FP : pn+1(Fi) = pn(Fi) + probe
|FP | (4.16)

pn+1(FD) = pn(FD)− probe (4.17)

After the probing has been carried out, SAF checks if it has to decrease the reliability

threshold (cf. Algorithm 4.2 lines 9–10). If p(FD) is larger than (1− t), the reliability

threshold has to be decreased since it cannot be retained. In contrast to this, the reliability

threshold should be increased if currently all Interests can be satisfied with a reliability

of at least t (cf. Algorithm 4.2 lines 13–14). We suggest Equations 4.18 and 4.19 for the

adjustment of t, where λ denotes the rate of change.

tn+1 = (1−λ) · tn +λ · tmax (4.18)

tn+1 = (1−λ) · tn−λ · tmin (4.19)

4.2.7 SAF Examples

We present two examples, one illustrating how SAF approaches the optimal FWT, and a

second one illustrating the probing mechanism that allows SAF to recover from a link failure

in the given scenario. Figure 4.2 depicts the example network with the corresponding link

capacities in Mbps. Our object of investigation is the router R. This router has to forward

Interests for a given content prefix c, which can be retrieved at the content provider. R

maintains three physical faces which have links to the routers F0, F1, and F2 (we use faces

from R interchangeably with routers F0, F1, and F2). Interests forwarded via F1 and F2

reach the content provider. We assume that R has to satisfy a constant flow of Interests

requesting 3 Mbps of Data packets. Furthermore, we assume that the initial value for t = 0.5

and ∀Fi ∈ F : αFi = 1 for all periods. The initial FWT for R can either be provided by the

routing layer, or, as in this example, the traffic is uniformly distributed among the faces

(cf. Figure 4.3a). During the first period each of the faces F0, F1, and F2 receives Interests
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Content

Provider

R

F0

F2

F1

1 Mbps

2 Mbps

2 Mbps
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2 M
bps

2 M
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Figure 4.2: Example network to illustrate the principles of SAF.



t=0.5 c

FD 0

F0 1/3

F1 1/3

F2 1/3


(a) Initial



t=0.5 c

FD 0

F0 0

F1 1/2

F2 1/2


(b) Iteration 1



t=0.75 c

FD 0

F0 0

F1 1/2

F2 1/2


(c) Iteration 2



t=0.75 c

FD 0

F0 0

F1 0.42

F2 0.58


(d) Iteration 3

Figure 4.3: FWTs of router R for the first example.

requesting Data packets for a bitrate of 1 Mbps. While F1 and F2 satisfy all Interests, F0

is not able to satisfy any. Therefore, F0 is classified as an unreliable face and since αF0 = 1

the entire unsatisfied traffic is removed (cf. Eq. 4.6). The forwarding probability of F0

is shifted towards F1 and F2 (cf. Eq. 4.7 and Figure 4.3b). In the second period both,

F1 and F2, receive Interests requesting Data packets for 1.5 Mbps. While F2 is able to

satisfy all Interests, F1 satisfies only 2
3 . However, based on t both faces are considered as

reliable and no changes are performed on the FWT (cf. Figure 4.3c). Only the threshold

t is increased (cf. Alg. 4.2 line 14), assume t is increased to 0.75. In the third period the

traffic is distributed as in the second period, with the same issue that F1 can satisfy only

2
3 of the Interests. However, this time t > 2

3 , which classifies F1 as unreliable. Therefore,

the unsatisfied traffic (≈ 0.08) is shifted towards F2 (cf. Figure 4.3d). With each further

period, the FWT approaches the optimal distribution (p(F1) = 1
3 , p(F2) = 2

3).

For the second example we consider the same network as before with one major change.
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t=0.99 c

FD 0

F0 0

F1 1/3

F2 2/3


(a) Initial



t=0.75 c

FD 2/9

F0 4/9

F1 1/3

F2 0


(b) Iteration 1



t=0.75 c

FD 0

F0 0.57

F1 0.43

F2 0


(c) Iter. 2 and 3 (t = 0.85)



t=0.85 c

FD 0

F0 2/3

F1 1/3

F2 0


(d) Iteration 4

Figure 4.4: FWTs of router R for the second example.

The path traversing F0 ends at a content replica of the content provider. We use the

optimal FWT from the previous example as the starting point for the second example,

t = 0.99 and ∀Fi ∈ F : αFi = 1 for all periods. We further assume that, at the beginning

of the first period, a link failure on the path between F2 and the content provider occurs.

Therefore, none of the Interests can be satisfied via F2, which causes this face to be marked

as unreliable. As t = 0.99, F1 is not able to take any additional Interests from F2 causing

this traffic portion (2
3) to be shifted to the virtual face FD. As p(FD) > 0, probing is issued

(cf. Alg. 4.2 line 7). This results in the situation that a share of p(FD) · ρ = 2
3 ·

2
3 Interests

is used for probing on face F0 (cf. Eq 4.14 and 4.16). Figure 4.4b illustrates the FWT after

the first iteration. Since p(FD) > 1− t, t is decreased. Assume t is decreased to t = 0.75.

In the second period, all Interests forwarded via F0 and F1 can be satisfied and SAF is able

to discover a new path to the content via F0. After the first iteration, still 22.2% of the

Interests are dropped in advance. Since in the second period all Interests forwarded via F0

and F1 can be satisfied and σF0 +σF1 > p(FD) (≈ 0.148 + 0.111 > 0.222) the forwarding

probabilities for FD are distributed according to Eq. 4.7 (cf. Figure 4.4c). As the capacity

of F1 was already exhausted, a part of the traffic (≈ 0.43− 0.33 ≈ 0.1) is dropped during

the third period due to congestion. However, according to t = 0.75, F1 is still reliable and

since all faces are considered as reliable during the third period the FTW is not modified

between iterations two and three. Only the reliability threshold is increased, assume t is

increased to 0.85. Therefore, after the fourth period F1 is considered as unreliable and the

unsatisfied traffic is completely taken away according to Eq. 4.6 (as ∀Fi ∈ F : αFi = 1 is

assumed). This traffic portion is then distributed among the reliable face(s) in FS (in this

case only FS = {F0}), and since σF0 > UTF1 , SAF reaches the optimal FTW as shown in

Figure 4.4d.
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4.3 Performance Evaluation

In this section we investigate the performance of SAF by comparing it to related work and

standard forwarding algorithms already present in the ns3/ndnSIM 2.0 simulator [121]. The

selected algorithms from related work are: ideal Nearest Replica Routing (iNRR) [107], the

Request Forwarding Algorithm (RFA) [95], and the On-demand Multi-Path Interest For-

warding (OMP-IF) [127]. As already mentioned in Section 4.1.3, iNRR uses an oracle to

determine for every Interest the nearest node which holds a cached copy of the corresponding

Data packet and to provide the shortest path to this node [107]. RFA has been implemented

as described in [95]. OMP-IF has been implemented according to the descriptions given

in [127]. We provide an open source implementation of SAF together with the implemen-

tations of iNRR, RFA, and OMP-IF in ns3/ndnSIM 2.0 at http://icn.itec.aau.at.

For SAF we use the presented measure MT , thus, maximizing the throughput for specific

content prefixes at every node in the network.

4.3.1 Network Topology Generation

For generating random network topologies we employ the network topology generator

BRITE [130]. BRITE was configured to build scale-free networks in a top-down fashion

since the Internet topology is likely to be described by power-laws [131]. We model the in-

frastructure of large ISPs, interconnecting several autonomous systems and access networks.

The top level represents µ = 5 autonomous systems (AS). Each AS maintains ν = 20 nodes

(bottom level) acting as ICN routers (in total we have 5 · 20 = 100 routers) and serving as

access nodes for later on added client and server nodes. Both the top- and the bottom-

level graphs are randomly generated based on the Barabási-Albert model. The model was

configured to connect each node with exactly one neighbour. This generates scale-free net-

works with no redundant paths. As ICN characteristics such as multi-path delivery and

link-failure recovery can only be evaluated properly if redundant paths exist, we extended

the generated graphs with additional random edges. This was necessary because BRITE

only enables to set an integer number of links per node, and therefore does not support

a “probability-based” link insertion. The alternative, to set the number of neighbours to

values greater or equal two, results in already very well-connected networks inhibiting a

fine-granular investigation of the influence of redundant paths on the forwarding strategies.
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(a) Sample topology LowCon (b) Sample topology MediumCon

(c) Sample topology HighCon

Figure 4.5: Sample topologies for the different network connectivities as defined in
Table 4.2 (without client and server nodes).

Based on the aforementioned considerations, we generate nine different topology vari-

ants. These topology variants differ in graph connectivity and available bandwidth re-

sources. Table 4.2 specifies the configured graph connectivities, where the second and

third columns specify the number of additionally added edges at the top and at the bot-

tom level, respectively. We define the connectivity C(N ) of a network N as C(N ) =
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identifier top level bottom level C(N )

LowCon bµ/2c bν/3c 0.0265

MediumCon µ bν/2c 0.0311

HighCon bµ ∗ 2c ν 0.0422

Table 4.2: Additional edges per connectivity variant.

identifier top level bottom level

LowBW [2, 4] Mbps [1, 2] Mbps

MediumBW [3, 5] Mbps [2, 4] Mbps

HighBW [4, 6] Mbps [3, 5] Mbps

Table 4.3: Assigned link capacities.

1
(|V|−1)·|V| ·

∑
v∈V deg(v), where deg(v) denotes the (edge) degree of node v. Figure 4.5 il-

lustrates three sample topologies for the chosen connectivity values. Table 4.3 lists the

bandwidth resources provided to the links. The capacity of each link is randomly drawn

from a uniform distribution limited by the indicated intervals. The nine topology variants

arise from the cross product of Table 4.2 and Table 4.3. For instance, if we refer to variant

LowConLowBW, this refers to a topology defined by settings given in the first two lines of

Table 4.2 and Table 4.3.

4.3.2 Scenario Description

We evaluate the mentioned algorithms under two different request scenarios. First, the

popularity of content is uniformly distributed among all clients. This leads to the fact that

most of the content is concentrated at the caches in the core of the network [132]. Second, we

distribute the popularity of content according to a Zipf distribution which has the opposite

effect (caches at the edges are utilized) [132]. Before simulations are conducted, we perform

a limited parameter investigation in Subsection 4.3.3 regarding the duration of the period

(the time between two iterations of Algorithm 4.2) for SAF, as Theorem 4.2 suggests that

the duration of the period has a significant influence on SAF’s performance.

Given a generated topology we randomly placed a = 100 clients and b = 10 servers

in the network. Clients are configured to request content from a single server with a rate

of 30 Interests per second, uniformly distributed during a second. This corresponds to a

download rate of approximately 1 Mbps, as a single Interest always requests a 4 kiB Data
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packet. The uniformly distributed request rate represents a steady consumption of content,

e.g., streaming video at a certain bit-rate. As already mentioned, for the first scenario

we assume a perfect uniform content popularity. A client randomly starts to consume

content within the first 30 seconds of the simulation. Each server provides unique content

identified by an arbitrary prefix, e.g., /server id/. Each node in the network is equipped

with a 25 MB large cache which corresponds to approximately 1% of the available content

catalogue. We consider this size as sufficient and realistic for the following reason. For

instance, consider the MediumConMediumBW scenario. A node in this scenario maintains

on average 3.11 links (cf. Table 4.2). The maximum link capacity for this scenario is limited

by 5 Mbps (cf. Table 4.3), which leads to an average traffic of 3.11 · 5 Mbps = 15.55 Mbps.

So, given a node that fully utilizes all links may still cache more than 10 seconds of traffic

on average. Considering the findings in [133] that 40% of all cache hits occur in the first

10 seconds, and that clients in the selected scenarios start to request content within a 30

second window, we consider the cache to be sufficiently large. We use the Least Recently

Used (LRU) cache replacement strategy [132] and nodes cache every packet they receive.

We further introduce 0, 50, or 100 random link failures during each simulation run. A

link failure’s point of occurrence and its duration are distributed uniformly. The duration

of a link failure is drawn from the interval of [0, bSimTime
10

c], where SimTime denotes

the simulation time. Nodes are configured such that they know all possible routes to any

content server at the beginning of each simulation run. This is necessary because many of

SAF’s competitors require that this information is provided by the routing layer. In this

experiment, SAF uses the routing information only as the starting point for the initial FWT.

During the simulation no routing updates are enforced, which puts the responsibility to deal

with short-term topology changes to the forwarding strategies. We simulate 1800 seconds

of network traffic using the aforementioned parameters and conduct 50 runs per setting.

4.3.3 SAF: Influence of the Period on the Performance

In order to investigate the influence of different values for the duration of a period (τ), we

considered the scenario MediumConMediumBW with 50 link failures given uniform content

popularity. Figure 4.6 depicts the 95% confidence intervals (CIs) and the average Interest

satisfaction ratio, the cache hit ratio and the hop count for τ ∈ {0.1, 0.5, 1.0, 2.5, 5.0,

10.0, 50.0, 100.0} seconds. The Interest satisfaction ratio denotes the ratio between received

Data packets and generated Interests by all clients. The cache hit ratio is averaged over all
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Figure 4.6: Influence of different period durations (τ) on SAF, given scenario Medium-
BWMediumCon with 50 link failures.

network nodes (clients and servers maintain no cache). The hop count provides the number

of links a Data packet traversed to satisfy an issued Interest by a client considering cache

hits.

One can observe in Figure 4.6 that in general shorter periods increase the performance

regarding the Interest satisfaction ratio. This is consistent with Theorem 4.2, which provides

the number of steps for SAF to converge to the optimum (shorter periods, faster steps).

However, one can also see that a too small period, e.g. τ = 0.1s, may have a negative

influence on the performance. This is due to the fact that the observed traffic within

extremely short periods is not representative enough to deduce a suitable decision. The

cache hit ratio varies only slightly considering different period durations. Nevertheless, one

can observe that the highest ratios are achieved with period durations of few seconds. The

average hop count does not change significantly, regardless of the selected period. We use

τ = 1.0 seconds for all further evaluations, because this setting achieves a good performance

with acceptable computational overhead (cf. Subsection 4.2.4).

4.3.4 Performance under Uniform Content Popularity

Figures 4.7, 4.8, and 4.9 depict the 95% CIs of the Interest satisfaction ratio for each

pairing (topology variant, forwarding strategy) having 0, 50, or 100 random link failures

during each simulation. It is evident that SAF outperforms its competitors in nearly all
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(b) Results for MediumCon
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Figure 4.7: Average Interest satisfaction ratio and 95% CI with 0 link failures per
simulation run (higher is better) [uniform popularity].
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Figure 4.8: Average Interest satisfaction ratio and 95% CI with 50 link failures per
simulation run (higher is better) [uniform popularity].
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Figure 4.9: Average Interest satisfaction ratio and 95% CI with 100 link failures
per simulation run (higher is better) [uniform popularity].
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simulation scenarios in terms of Interests satisfied, regardless of the number of link failures,

the connectivity of the underlying network and/or network topology. The two strongest

competitors to SAF are iNRR and OMP-IF, especially in scenarios with more resources

available. SAF’s good performance considering all scenario settings can be explained by its

ability to: i) smartly circumvent congested nodes and link failures by taking detours into

account; ii) prevent further transmission of Interests on congested links by redirecting them

to the virtual dropping face; iii) discover paths to cached content that are not indicated by

the FIB.

An increasing number of link failures has a significant negative impact on the Interest

satisfaction ratio for all algorithms. For instance, consider Figures 4.7b and 4.9b illustrating

the results for 0 and 100 link failures with medium graph connectivity. Table 4.4 depicts

the absolute and relative performance loss in terms of satisfied Interests for each strategy.

SAF has the highest absolute performance loss, however, the relative loss is in a similar

range as for its competitors. In these scenarios SAF is not able to fully circumvent link

failures due to the resource shortages that are inherent in the selected scenarios. iNRR also

suffers from link failures as the oracle used for finding cached replicas does only consider the

distance to the content and does not consider link attributes such as reliability or capacity.

Interestingly, BestRoute maintains the smallest absolute and relative performance losses.

First, these numbers must be considered with respect to the absolute number of satisfied

Interests, and second, this can be explained due to the rather short paths used to satisfy

Interests (cf. Figure 4.11b), which of course have a lower chance of being affected by

randomly emerging link failures. As will be shown later, Broadcast and NCC cannot take

advantage of their low hop counts due to extensive Interest replication (cf. Figure 4.16).

The previously discussed findings are also reflected by Figure 4.10 depicting the average

cache hit ratio for the scenarios with zero link failures. We omit the results for 50 and

100 link failures because they show a similar picture. In most of the cases SAF outperforms

the other algorithms, except for iNRR, which has perfect knowledge about the content

chunks in the individual caches. In general, we can observe that the three best performing

algorithms SAF, OMP-IF and iNRR concerning the Interest satisfaction ratio also main-

tain the highest cache hit ratios in most of the cases. However, as already identified in

Subsection 3.2.3.b, a high cache hit ratio does not necessarily guarantee to a high Interest

satisfaction ratio (cf. setting LowCon for BestRoute in Figures 4.7a and 4.10a)

Figure 4.11 illustrates the average hop count per satisfied Interest for the scenarios with
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Strategy LowBW MediumBW HighBW

Broadcast 0.024 | 0.133 0.097 | 0.242 0.195 | 0.333

NCC 0.033 | 0.155 0.102 | 0.229 0.181 | 0.287

BestRoute 0.012 | 0.098 0.065 | 0.188 0.135 | 0.247

RFA 0.060 | 0.218 0.109 | 0.267 0.111 | 0.263

iNRR 0.016 | 0.107 0.112 | 0.226 0.204 | 0.263

OMP-IF 0.045 | 0.177 0.135 | 0.233 0.252 | 0.298

SAF 0.090 | 0.240 0.253 | 0.334 0.288 | 0.320

Table 4.4: Absolute (first value) and relative (second value) performance loss in
terms of satisfied Interests comparing scenarios with medium graph connectivity having 0
and 100 link failures (cf. Figure 4.7b and 4.9b).

zero link failures. As expected, SAF maintains a higher hop count than some of the other

algorithms due to the detours it takes for maximizing the Interest satisfaction according to

MT . The very low hop count of Broadcast and NCC show that both algorithms are able to

obtain nearby replicas, however, due to their poor Interest satisfaction and cache hit ratio

the low hop count is of minor importance. RFA performs worst concerning the hop count

metric, which is definitely due to its principle of load balancing utilizing all available links.

This leads to a low cache hit ratio and therefore to a higher hop count compared to its

competitors.

However, especially if the network resources and the connectivity are very limited, RFA

is the closest competitor to SAF considering the Interest satisfaction ratio. This is due to

the extensive use of all provided routes to the content origins by RFA. Thus, it is able to

distribute the load equally on congested nodes/paths. Nevertheless, in better connected

scenarios and with higher network resources, RFA is not anymore able to reach the per-

formance of the standard algorithms (Broadcast, NCC, BestRoute). RFA uses the number

of pending Interests on a face (the one with the lowest number pending is selected) for

deciding to which one of the faces in the FIB an Interest shall be forwarded. It does not

store any long term state or classification of a face. Therefore, the more routes are available

to RFA and the higher the network resources, the less RFA is able to determine which faces

are the most appropriate for specific content prefixes. For instance, this can be observed

in Figure 4.7c. This is also reflected by the low cache hit ratio and high hop count shown

in Figures 4.10 and 4.11 indicating that RFA is not able to select those faces that provide

good service (e.g., cache hits), but rather takes unnecessary detours.
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Figure 4.10: Average cache hit ratio and 95% CI in the network with 0 link failures
per simulation run (higher is better) [uniform popularity].
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Figure 4.11: Average hop count per satisfied Interest and 95% CI with 0 link failures
per simulation run (lower is better) [uniform popularity].
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In scenarios with plenty resources available, iNRR and OMP-IF are able to catch up

with SAF. Figure 4.10 shows that iNRR achieves the highest cache hit ratio, which also is an

explanation for iNRR’s good performance. The higher hop count compared to Broadcast

and NCC (cf. Figure 4.11), can be explained by the deletion of cache entries and the

resulting detours iNRR imposes on Interests. In order to understand iNRR’s behavior,

suppose three nodes a, b, c ∈ V, whereof c is the content origin. Assume that a receives

an Interest and searches for caches that can satisfy it. The nearest cache is b satisfying

the aforementioned constraints (cf. Subsection 4.1.3). Therefore, a forwards the Interest

to b, but at arrival or on the way to b, b has already evicted the desired content. Thus,

the Interest is forwarded to c. Therefore, the triangle inequality (d(a, c) ≤ d(a, b) + d(b, c))

explains the higher hop count of iNRR compared to Broadcast and NCC. This leads to the

assumption that larger caches will improve iNRR’s performance.

The strong performance of OMP-IF in scenarios with many resources can be explained

by its principle of node disjointness. Subsequent Interests requesting the same content will

be forwarded with high probability on the same paths resulting in a high cache hit ratio

(cf. Figure 4.10c). Furthermore, the usage of probing Interests (which are broadcasted on

all faces in the FIB to identify the best performing path) performs well in these scenarios.

However, as resources become scarce (cf. Figure 4.7b) these probing Interests amplify

congestion. This leads to the fact that the used paths are switched frequently impairing

the cache hit ratio (cf. Figures 4.10b and 4.10c) and the overall performance significantly.

4.3.5 Performance under Zipf-like Content Popularity

In order to compare the results using a uniform content popularity and the results using

a Zipf distribution for popularity, we use the same network topologies and simulation pa-

rameters as for the previous evaluation (cf. Section 4.3.4). Only the distribution of the

content popularity was changed to a Zipf distribution with α = 0.668 according to [134].

Figure 4.12 illustrates the content popularity considering 10 items for different values for

α, including α = 0.668. We again conduct 50 simulation runs for each scenario. In Sec-

tion 4.3.4 we presented the results for scenarios with 0, 50, and 100 link failures. It can be

observed that the performance of the algorithms decreases proportionally with an increase

in link failures (cf. Figures 4.7, 4.8 and 4.9). A very similar behavior can be observed for

the scenarios where a Zipf-distributed content popularity is assumed. Therefore, and for

the sake of clarity we do not depict figures for 50 and 100 link failures, but only focus on
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Figure 4.12: Zipf density for 10 content items and varying α = 0.3, 0.668 and 1.0.

the scenario with 0 link failures.

Figures 4.13, 4.14, and 4.15 depict the average Interest satisfaction ratio per node,

the average cache hit ratio, and the average hop count per satisfied Interest, respectively.

The Interest satisfaction ratio for Zipf-distributed content popularity (cf. Figure 4.13)

paints a picture similar to Figure 4.7 for uniform content popularity. SAF outperforms

its competitors in terms of satisfied Interests. Again iNRR and OMP-IF are the strongest

competitors to SAF and in well-connected scenarios with many resources available these

algorithms achieve similar performance. As expected, iNRR beats SAF in terms of cache

hit ratio since iNRR is designed to forward Interests to the nearest cache holding the

desired Data packet. Broadcast and NCC again provide the lowest average hop count (cf.

Figure 4.15) outperforming the other algorithms regarding this metric for the very same

reasons as outlined in Section 4.3.4. Although iNRR always maintains a lower hop count

and higher cache hit ratio than SAF, SAF outperforms iNRR regarding the number of

satisfied Interests. This is due to the extensive usage of multi-path forwarding considering

paths which may not provide optimal performance regarding cache hit ratio or hop count,

however, maximize the number of satisfied Interests. OMP-IF also focuses on the usage of

multiple but node-disjoint paths per content. Nevertheless, as can be seen from Figures 4.14

and 4.15 in most of the cases it maintains a higher hop count and lower cache hit ratio than

SAF resulting in a smaller number of overall satisfied Interests.
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(c) Results for HighCon

Figure 4.13: Average Interest satisfaction ratio and 95% CI with 0 link failures per
simulation run (higher is better) [zipf popularity].
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Figure 4.14: Average cache hit ratio and 95% CI in the network with 0 link failures
per simulation run (higher is better) [zipf popularity].
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Figure 4.15: Average hop count per satisfied Interest and 95% CI with 0 link failures
per simulation run (lower is better) [zipf popularity].
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(a) Broadcast (b) NCC

(c) BestRoute (d) RFA

Figure 4.16: Heat maps illustrating the distribution of the transmitted Interests and cache
hits. The wider and the more saturated a link, the more Interests are transmitted over the
given link. The darker the coloring of a node, the higher the cache hit ratio. The figure is
continued on page 113.

Figure 4.16 depicts the distribution of the transmitted Interests and cache hits in the

network. For each of the evaluated algorithms, a single simulation run is depicted con-

sidering a fixed scenario (MediumConHighBW ; cf. Figure 4.5b) with a Zipf-distributed
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Figure 4.16 (cont.): Heat maps illustrating the distribution of the transmitted Interests
and cache hits. The wider and the more saturated a link, the more Interests are transmitted
over the given link. The darker the coloring of a node, the higher the cache hit ratio.

content popularity. This figure illustrates how differently the forwarding algorithms be-

have. Broadcast replicates Interests on every node and pushes them to all neighbouring

nodes (cf. Figure 4.16a). NCC shows a similar behaviour due to its inherent and unlimited

retransmissions for late packets on alternative paths. BestRoute focuses on the shortest

paths from a client to the content provider and, therefore, the caches on the shortest paths
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are heavily used. RFA performs a kind of load balancing distributing Interests equally on

all routes. Thus, it achieves a low cache hit ratio and Interest satisfaction ratio (cf. Fig-

ure 4.13). iNRR tries to maximize the cache hit ratio by explicitly preferring nearby cached

Data packets in the network instead of retrieving them from the content origin. This cir-

cumstance is reflected in Figure 4.16e showing several nodes with high cache hit ratios (dark

coloring). OMP-IF also achieves an acceptable cache hit ratio due to its principle of node

disjointness. Frequent probing and path switching leads to a similar load balancing behavior

as in RFA. SAF is able to provide both, effective load balancing and high cache hit ratios

at the relevant nodes (cf. Figure 4.16g). Compared to OMP-IF, which balances the load

very equally on all available links, SAF focuses on paths that provide better performance,

leading to a better cache hit ratio and an overall better performance.

4.4 Conclusion and Future Work for SAF

This chapter introduced Stochastic Adaptive Forwarding (SAF), a novel forwarding strat-

egy for Named Data Networking. SAF provides probability-based forwarding on a per-

content/per-prefix basis. It ensures effective forwarding with incomplete and/or invalid

routing information, and resolves unexpected network topology changes without relying

on the routing plane. The extensive usage of multi-path transmission is the foundation

for SAF’s performance. SAF is flexible in that it can be configured with various mea-

sures defining the forwarding objectives. The effectiveness of content distribution of SAF

was illustrated by conducting extensive simulations using the ns-3/ndnSIM framework.

We presented the throughput-based measure MT optimizing the Interest satisfaction ratio

in a given network. In both scenarios, considering uniform and Zipf-like content popu-

larity, SAF outperforms all competitors. Our results can be reproduced as we provide

an open source implementation of SAF and its competitors (iNRR, OMP-IF, RFA) at

http://icn.itec.aau.at.

SAF performs also excellent in real multimedia streaming scenarios. The evaluation of

DAS-based multimedia streaming conducted in the previous chapter (cf. Subsection 3.2.3.b)

showed that SAF is able to outperform existing strategies in such scenarios. Recall the

Multi-Commodity Flow Problem stated by LP 3.1 and Algorithm 3.1. They provide the

theoretical upper bound(s) for NDN-based multimedia streaming considering multi-path

forwarding and idealized caching. The results showed that SAF’s competitors are barely

able to approach the first upper bound (cf. blue lines in Figures 3.7, 3.8, and 3.9), which
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considers multi-path forwarding only. However, SAF fulfills the expectations of NDN-based

content delivery considering the upper bound that incorporates both in-network caching

and multi-path forwarding. In particular, this is the case when sufficiently large caches are

deployed in the network (cf. red lines in Figures 3.7, 3.8, and 3.9).

SAF optimizes its forwarding decisions with respect to a measure. The only assumption

that SAF has on the measure is that it allows classifying Interests into satisfied and unsat-

isfied ones. Thus, SAF can be easily tailored to specific use cases. For example, if Interests

shall not exceed a specific hop count, one may introduce a measure that classifies Interests

as satisfied if the hop count is below this specific threshold. SAF further allows making

decisions on a context and content level. Since SAF keeps track of the forwarding probabil-

ities for all content prefixes, it is possible to adapt the forwarding probabilities with respect

to content prefixes. This can be used to prioritize traffic from specific content prefixes.

For instance, (real-time) multimedia traffic that takes the same path through the network

as a bulk file transfer can be assigned higher priority. In this case, one may introduce a

weighting such that the probability of the virtual dropping face (FD, cf. Subsection 4.2.1)

for bulk file transfer is increased. This leads to a decrease of the forwarding probability of

FD for multimedia traffic and, therefore, to an increase of the forwarding probability on

the desired faces. We are going to investigate mechanisms for content- and context-aware

forwarding in NDN in Chapter 5. There, we present an approach that uses SAF to realize

relative content priorities considering the context of the consumed contents/applications.

Although we analytically indicated the resource consumption (complexity) of SAF (cf.

Section 4.2), we think it is important to investigate this in more detail. Therefore, we

present a framework for an NDN-based testbed in Chapter 6. We will use the proposed

testbed to evaluate the practicality of SAF and its competitors, and present further per-

formance measurements with respect to CPU load and power consumption. Furthermore,

we will investigate to which extent the observed performance in a simulated environment

of SAF can be accomplished in real deployment scenarios on physical devices. Future work

concerning SAF could include an investigation of a more sophisticated probing mechanism.

The currently proposed probing mechanism is quite simple and basically distributes a given

probe equally on all existing faces with unknown performance. The size of a probe is deter-

mined by the ratio of satisfied and unsatisfied Interests with respect to a given prefix. Very

recently, Lei et al. [135] proposed an entropy-based forwarding strategy for NDN, which is

an interesting concept. One approach to enhance SAF’s probing mechanism could include
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an entropy-based probing solution that does not split the probe uniformly, but based on

the entropy of the relevant faces.
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CHAPTER

5 Towards a Context-Aware

Forwarding Plane in NDN

Supporting QoS

”Sometimes your greatest strength can

emerge as a weakness if the context

changes.”

— Harsha Bhogle, 1961∗

The emergence of Information-Centric Networking (ICN) provides considerable oppor-

tunities for context-aware data distribution. While packet forwarding in classical IP-based

networks is basically predetermined by routing, ICN/NDN foresees an adaptive forward-

ing plane considering the requirements of network applications. As research in the area

of adaptive forwarding is still at an early stage, most of the work so far focused on pro-

viding the basic functionality, rather than on considering the available context information

to improve Quality of Service (QoS). This chapter investigates to which extent existing

forwarding strategies take account of the available context information and can therefore

increase service quality. Furthermore, this chapters shows how the design of SAF (cf.

Chapter 4) can be used to incorporate context information in the forwarding plane. The

chapter is structured into four sections. First, in Section 5.1 we provide a motivation for

context-/content-aware forwarding in ICN/NDN. Then, in Section 5.2 we discuss the exist-

ing forwarding strategies with respect to their context-/content awareness. Subsequently,

Section 5.3 examines a typical multimedia content distribution scenario encompassing dif-

ferent user applications (Voice over IP, video streaming, and classical data transfer) with

varying demands (context). We will investigate how well the applications’ requirements

are met by the existing forwarding strategies by assessing the achieved user satisfaction.

Furthermore, we introduce the presented scenario’s context to NDN’s forwarding plane by

implementing a context/content-aware adaptation mechanism for SAF’s adaptation engine

(cf. Figure 4.1). Finally, we conclude our findings in Section 5.4, and provide an outlook

on this challenging topic.



Chapter 5. Towards a Context-Aware Forwarding Plane in NDN Supporting QoS

5.1 Motivation for QoS in NDN’s Forwarding Plane

It is evident that today’s Internet has to deal with a large variety of applications. Each

application requires a specific kind of service, which in general is opaque to the network

layer of classical IP-based network infrastructures. On the one hand, there are applications

like Voice over IP (VoIP) that demand low latency and jitter while consuming a moderate

amount of bandwidth resources. On the other hand, there are applications such as video

streaming that consume a large amount of bandwidth resources, but have relaxed require-

ments with respect to delay and jitter (due to possible pre-buffering capabilities). For an

Internet Service Provider (ISP) it would be beneficial to become aware of the individual

application requirements, so each transmitted packet can be delivered within the given con-

straints. This would lead to a high consumer satisfaction, while providing the opportunity

to deliver packets in a cost-effective way (e.g., using cheap, but high-delay paths, for classical

data traffic).

While the necessary context information is not easily accessible at IP’s network layer (in

particular without additional mechanisms, such as Differentiated Services [136, 137], and

even then only partially), the emergence of Information-Centric Networking (ICN) is turning

the tide. As discussed in Subsection 2.1.3, there are multiple approaches to implement ICN.

For this chapter the understanding of ICN is again coincident with the approach of Named

Data Networking (NDN) [15]. Recall from Section 2.2.1, in NDN, data is requested by its

name following a strictly receiver-driven communication model. The employed names may

include additional data providing information about the application and/or the requested

content characteristics. For instance, name prefixes could be used as indicator for con-

tent/application requirements (real-time, delay-tolerant, etc.) (cf. Subsection 2.3.1). This

chapter does not investigate on how (or where) to represent this information, but rather

focuses on how it can be used by NDN’s forwarding plane to support Quality of Service

(QoS) considerations.

NDN’s adaptive forwarding plane is outlined in [47] and its basic technical background

has been discussed in Subsection 2.2.4 and 4.1.1. Recall that the forwarding plane is flexible,

and already a variety of strategies [38, 95, 108, 127] have been proposed to realize adap-

tive forwarding. In general each of the strategies pursues a different objective (maximize

throughput, minimize delay, load balancing, optimal cache utilization, etc.). This raises the

following two questions:
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Q1: Are forwarding strategies in NDN able to consider different application requirements,

or do they just focus on their narrow forwarding objective, oblivious to additional

context information provided in the network?

Q2: Does context awareness in NDN’s forwarding plane support the fulfillment of Quality

of Service demands?

In order to answer these questions, we investigate and evaluate selected forwarding

strategies with respect to three different types of applications: VoIP, video streaming and

classical data transfer. Furthermore, we discuss the adaptation engine of Stochastic Adap-

tive Forwarding (SAF) (the forwarding strategy introduced in Chapter 4) in detail. The

adaptation engine enables the consideration of extensive context information in the for-

warding plane. We present how this is possible and show the benefits of this approach

by conducting network simulations using the network simulation framework ns-3/ndnSIM

v2.0 [37]. Therefore, we define an evaluation scenario encompassing the aforementioned

user applications. We measure the relevant QoS parameters for each application type and

use them as input for existing models to obtain the actual user satisfaction. For the ap-

plication VoIP we use the well known E-Model [138] to map the QoS values to a Mean

Opinion Score (MOS). In order to measure the user satisfaction of video streaming, we

use the model suggested in [139]. This model considers relevant parameters for adaptive

video streaming (video quality, playback interruptions, etc.) and provides a measure for

the user satisfaction. Concerning the classical data transfer application, we consider the

average achieved goodput as a sufficiently accurate measure. The detailed investigation of

the presented scenario will provide substantial insight into how the individual forwarding

strategies and their context awareness influence the user satisfaction with respect to a con-

crete application. The results indicate that context awareness in the forwarding plane is

relevant and can lead to QoS improvements (cf. Subsection 5.3.4).

5.2 Forwarding Strategies: How Context-Aware Are They?

This section discusses existing forwarding strategies with respect to their context awareness

concerning their decision policies. Recall that an NDN node may register multiple outgoing

faces per name prefix, and the forwarding strategy is responsible to select the ”best” outgo-

ing face(s) for each individual Interest that traverses a node. To obtain a good decision it

is necessary to consider a certain amount of context available in the forwarding plane. The
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context may include the individual face performances with respect to delay, capacity, packet

loss and/or also content specific information; e.g., the name prefix /voip may tell that this

is a delay sensitive VoIP packet. The majority of the existing strategies focus solely on

face performance metrics, potentially leading to non-optimal decisions. In the following, we

discuss the most prominent strategies available for NDN and sketch their basis of decision

making (context) on what is (are) the ”best” face(s).

Broadcast [38] is a simple strategy that does not consider any context except the

information that is provided by the FIB. Interests are forwarded on all outgoing faces that

are registered for the given name prefix. It is evident that this strategy causes a lot of

unnecessary overhead that increases with the number of available nodes/links leading to

bad performance in scenarios with scarce resources. However, if sufficient resources are

available, Broadcast guarantees optimal delivery in terms of many relevant performance

metrics (e.g., hop count and data delivery delay).

BestRoute [38] forwards Interests to the lowest-cost (e.g., in terms of hop count) up-

stream face. This context information has to be provided by a third component. For

instance, this could be the routing plane that provides the number of hops (distance) per

outgoing face to the content origin stored in the Routing Information Base (RIB). This set-

ting is the default configuration as implemented in the NFD [38]. Alternative configurations

are possible considering the imposed latency, or also a combination of both. Furthermore,

the strategy considers ”short-term context“ information about the individual faces on a

node. If Interests forwarded to the best face are not satisfied, BestRoute temporarily tries

to avoid it preferring other sub-optimal faces regarding the concerned metric. This allows

dealing with congestion and link-failures on individual links.

NCC [38] forwards Interests to those faces that provide the lowest delay for receiving

data packets. Instead of BestRoute that depends on context information provided by a

third component, NCC gathers and maintains the latency statistics on its own making

it independent from third components (besides the FIB). Therefore, it measures for each

Interest the time it takes to satisfy it on the outgoing face and continuously updates the

selected face’s assessment. While BestRoute temporarily avoids non-performing faces, NCC

uses a different approach. It maintains an individual clock per forwarded Interest. If the

time to satisfy an Interest defers too strongly from the expected delivery time, the strategy

actively performs a retransmission on an alternative sub-optimal face (if the lifetime of the

Interest has not already been expired).
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The Request Forwarding Algorithm (RFA) [95] is part of a set of optimal dy-

namic multi-path congestion control protocols and request forwarding strategies derived

from multi-commodity flow problems. This algorithm monitors for each available prefix the

number of PIT entries per face listed in the FIB. Using this information, the forwarding

probability of a face is determined by a weight that is actually a moving average over the

reciprocal count of the PIT entries. Simply put, the relevant context for RFA is the current

utilization of a face as indicated by the PIT. As RFA does not consider any further context

information, traffic of different applications will be heavily scattered among the available

faces. This can be extremely unfavourable, especially for applications like VoIP, which have

low latency and low jitter demands.

On-demand Multi-Path Interest Forwarding (OMP-IF) [127] suggests the for-

warding of Interests on node-disjoint paths. In the proposed approach each network node

may only use a single face (from the FIB) for forwarding per name prefix to ensure node dis-

jointness. The consumer nodes trigger the multi-path transmission by utilizing a weighted

round-robin mechanism based on the path delays, distributing Interests over multiple faces.

If a router encounters packet loss on the selected face, subsequent Interests of the corre-

sponding name prefix are broadcasted. The first face satisfying a broadcasted Interest is

selected for further transmission. Generally, this strategy puts the decision to use multiple

paths close to the user, allowing the application context to decide if multiple paths should be

used. For instance, this could be beneficial for voice VoIP applications to ensure low jitter.

However, the strict rule of switching the path as soon as a single packet loss is encountered

in the network may lead to negative side effects in congestion scenarios (e.g., frequent path

switching).

Stochastic Adaptive Forwarding (SAF) as presented in Chapter 4 imitates a self-

adjusting water pipe system, intelligently guiding and distributing Interests through the

network. SAF uses the returning Data packets as input for deriving a probability distri-

bution, determining forwarding probabilities for the individual face per name prefix. Ad-

ditionally, SAF employs a virtual (dropping) face that is used to encounter congestion by

actively dropping Interests that could cause congestion. The aforementioned probabilities

are stored in a table, which are modified by an adaptation engine. SAF is the first strategy

that enables an operator to incorporate specific context-aware considerations. Operators

may define per name prefix the conditions for considering an Interest as satisfied (e.g., re-

turning Data packets must be retrieved in less than d milliseconds). Furthermore, SAF
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hhhhhhhhhStrategy
Context Face Metrics/ Content/Application Other Context

Considerations Characteristics Information

Broadcast — — FIB entries?

NCC
Interest/Data

— FIB entries?
satisfaction delay†

BestRoute
use of suboptimal

—
FIB entries?,

face(s) if best face fails† routing cost metric?

RFA
face utilization† per-prefix for-

FIB/PIT entries?
in terms of PIT entries warding probabilities†

OMP-IF

network nodes use user/application

FIB entries?only one face per prefix decides on

(node disjointness)† multi-path usage?

SAF

face reliability per-prefix for- FIB entries?, relative

(satisfied versus warding probabilities†, priorities per prefix?,

unsatisfied Interests)† pre-prefix constraints? dropped traffic share†

Table 5.1: The table summarizes (in a broad sense) the context information that is used to
derive the forwarding decisions for each strategy. Entries labeled with ? are gathered/provid-
ed/specified by third parties, while entries labeled with † are obtained/maintained/ensured
by the strategies themselves.

enables operators to set different weights per name prefix considering their relative impor-

tance. The adaptation takes account of the employed context information and arranges

the forwarding probabilities in the table accordingly. We present a possible extension to

SAF in Subsection 5.3.3 that considers context information of the presented scenario (cf.

Subsection 4.3.2).

The discussion on context awareness of the forwarding strategies show that there has

not been invested much effort in considering content/application characteristics and further

context information in NDN’s forwarding plane. The results are summarized in Table 5.1

Only SAF foresees a dedicated mechanism (adaptation engine, cf. Figure 4.1) that can be

fed with additional application information. In the following we investigate if this is an

advantage compared to the other strategies.
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AS-A

AS-C

AS-B

Costs/kB: 3

Delay: 10ms

Capacity: 3Mbps

Costs/kB: 2

Delay: 20ms

Capacity: 5Mbps

Costs/kB: 1

Delay: 75ms

Capacity: 6Mbps

Video Client

VoIP Client

FTP Client

Figure 5.1: The evaluation scenario considers three different applications: video streaming,
VoIP, and data (file) transfer.

5.3 NDN’s Context-Aware Forwarding Plane:

Does it Enhance QoS?

This section investigates the opportunities of introducing context awareness in the forward-

ing plane to enhance QoS considering different applications. As a first step, a scenario

is sketched that encompasses network applications with varying requirements (cf. Subsec-

tion 5.3.1). Then Subsection 5.3.2 discusses the employed evaluation methods. Afterwards,

in Subsection 5.3.3 we introduce the necessary context information into SAF’s adaptation

engine. Finally, in Subsection 5.3.4 the results are presented that have been obtained by

conducting network simulations using ns-3/ndnSIM [37].

5.3.1 Scenario Description

Figure 5.1 depicts the proposed content-delivery scenario in an NDN network. The left hand

side of the figure illustrates an autonomous system (AS) consisting of several routers and

clients representing a typical ISP access network. The clients employ three applications:

video streaming, VoIP, and classical file transfer (FTP). The relevant files or communication
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partners for the clients are located in another AS that is depicted on the right hand side

of Figure 5.1. As there is no direct connection between those two autonomous systems,

traffic has to be routed/forwarded through the networks of other autonomous systems. We

assume that the ISP access network maintains service level agreements (SLAs) with three

other (intermediate) providers (AS-A, AS-B, AS-C) that may bridge the gap between the

networks. AS-A provides a capacity of 3 Mbps for traffic, imposes a one-way delay of 10 ms

and charges 3 cost units per transmitted kilobyte. The respective values for AS-B are

5 Mbps, 20 ms delay, 2 cost units, and for AS-C 6 Mbps, 75 ms delay, 1 cost unit. In

the given scenario all remaining links provide sufficient resources and low latencies having

negligible negative impact on data transmission. Therefore, the investigated strategies are

only deployed on the router highlighted by the red color in Figure 5.1 that connects the

access network with the autonomous systems AS-A, AS-B and AS-C. All other routers

always use the BestRoute strategy for forwarding Interests.

The video streaming application on the clients is implemented by the principles of Dy-

namic Adaptive Streaming (DAS) (cf. Subsection 2.3.3). We employ a buffer-based adap-

tation logic [106] (cf. Subsection 3.2.1.b) for the DAS clients as suggested by our results

obtained in Subsection 3.2.3.b. The video content for this experiment is taken from the

SVC-DASH dataset [104], which provides four short movies with an average duration of

about 12 minutes. We concatenated the short sequences to obtain content with an average

duration of about 48 minutes. Recall from Subsection 3.2.1.a that in [104] the video content

is encoded in various variants. A variant defines the encoding parameters as well as the scal-

ability domains (temporal, spatial, quality). For this evaluation we have chosen the variant

providing Signal-to-Noise-Ratio (quality) scalability only, with a segment duration of 2 sec-

onds. The chosen content is provided using a base layer and two enhancement layers. The

base layer (henceforth denoted as L0) has an average bitrate of approximately 640 kbps. The

first enhancement layer (L1) has a bitrate of approximately 355 kbps. The second enhance-

ment layer (L2) has an average bitrate of approx. 407 kbps (L0 +L1 +L2 ≈ 1400 kbps).

The request pattern of the video streaming clients is bursty, thus challenging the individual

forwarding strategies. There are two reasons for the bursty request pattern of the video

streaming clients: i) The implemented buffer-based adaptation logic requests segments in a

consecutive manner without requesting different segments in parallel (cf. Figure 3.3). This

allows the adaptation logic to continuously assess the current situation after each success-

fully download segment adapting to changes with minimal delay. However, this leads to

short request pauses between two consecutive requests of segments with fast ramp up at the
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Figure 5.2: The cumulative segment bitrates of the available representations for the
concatenated video sequence taken from [104] including their averages.

beginning of a download phase (many Interests are issued in the beginning) and a slow ramp

down at the end of a segment download phase. ii) The segments and their individual layers

may significantly vary in size or bitrate, respectively, depending on the video content. The

cumulative segment bitrates for the concatenated video sequence is depicted in Figure 5.2.

The average segment bitrates and their standard deviations for the individual layers are

given in Table 5.2.

Layer Avg Segment Bitrate Standard Deviation

(L0) Base Layer 643.13 kbps 390.67 kbps

(L1) Enhancement Layer 1 355.02 kbps 219.78 kbps

(L2) Enhancement Layer 2 407.83 kbps 266.62 kbps

Table 5.2: The average segment bitrates and their standard deviations for the indi-
vidual layers of the concatenated video sequence taken from [104].

While IP-based VoIP applications are implemented in a push-based fashion, this is

not possible in NDN. NDN follows a strictly pull-based communication approach. A Data

packet can only be delivered in response to an Interest. However, this would roughly double

the typical one-way delay imposed by push-based approaches impairing user Quality of

Experience (QoE) significantly. Pioneering work by Jacobson et al. [140] exploits NDN’s
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hierarchical name space to request data that does not yet exist. This resolves the problem

by transmitting an Interest to the producer before the corresponding VoIP Data packet

is created. The Interest keeps pending until the data is generated, and then the Data

packet can be transmitted immediately to the requesting consumer application. Note that

in this case the client application needs to know the packet generation rate, which can be

easily predicted from the employed audio codec (e.g, G.711 [141]). We implement the VoIP

client following these principles and choose G.711 with Packet Loss Concealment (PLC)

as audio codec. Furthermore, we assume a fixed jitter buffer of 50 ms and employ a fixed

audio codec bitrate of 64 kbps, which is a typical setting for G.711. The request pattern

of the VoIP clients is steady with low demands on bandwidth capacity. However, the VoIP

communication demands that the forwarding strategies choose only low latency links. For

instance, routing VoIP traffic through AS-C will lead to late packets having a negative

impact on user satisfaction.

The File Transfer Protocol (FTP) client is modeled by a simple consumer/producer

application provided by [37]. We assume that each FTP client requests a large file from

a server demanding roughly 3 Mbps of bandwidth capacity. The traffic pattern of this

application is steady (constant bitrate), with very low demands only focusing on throughput.

As this chapter focuses on the capabilities of context-aware forwarding, we assume that

each of the clients depicted in Figure 5.1 requests unique content. Therefore, caching can be

disabled eliminating possible side effects on the data transmission performance. This allows

to perfectly investigate the pure forwarding capabilities of the investigated strategies.

5.3.2 Evaluation Method

To evaluate the performance of the different forwarding strategies and their context-aware

capabilities, we investigate each of the applications using a different evaluation method that

is focused on the user’s satisfaction:

5.3.2.a Simplified E-Model for VoIP

For the evaluation of the VoIP performance we use a simplified version of the E-Model [138,

142] that is applicable when only packet loss and delay impairments are considered. This

model provides the so called R-value that can be mapped to a Mean Opinion Score (MOS)

using Equation 5.1. The R-value is basically calculated as R = 93.2− Id− Ie−eff , where
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Id represents the impairments caused by the one-way delay d as defined in Equation 5.2.

Ie−eff is defined by Equation 5.3 considering the codec impairments (Ie) and the influence

of the packet loss percentage (Ppl) and its burstiness (BurstR) on the employed codec. As

in our scenario VoIP clients use G.711 with PLC, we have Ie = 0 and Bpl = 34, which

denotes the codec’s built-in packet loss concealment ability. We determine the so-called

burst ratio (BurstR) as suggested in [138]. BurstR is specified in Equation 5.4, where

p denotes the transitional probability from packet loss to no loss, and q the transitional

probability from no loss to loss. We obtain p and q by employing the 2-state Markov model

as depicted in Figure 5.3. For more details on the E-Model and the selected parameters we

refer the interested reader to ITU recommendations G.107 [142], G.711 [141], G.113 [143],

and to [138].

MOS =


1 if R ≤ 0,

1 + 0.035R+R · (R− 60)(100−R) · 7 · 10−6 if 0 < R < 100,

4.5 if R > 100.

(5.1)

Id =

0.024d if d < 177.3,

0.024d+ 0.11(d− 177.3) if d ≥ 177.3.
(5.2)

Ie−eff = Ie + (95− Ie) ·
Ppl

Ppl
BurstR +Bpl

(5.3)

BurstR =
1

p+ q
(5.4)

5.3.2.b User Satisfaction Model for Video Clients

To evaluate the performance of the video streaming applications, we use the proposed user

satisfaction model from [139]. The model considers the video quality, the quality variations
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State 0 
(no loss) 

State 1 
(loss) 

p 

q 

1-p 1-q 

Figure 5.3: The 2-state Markov model used to calculate the parameters p (transitional
probability from no loss to loss) and q (transitional probability from loss to no loss) for
the so-called burst ratio (cf. Equation5.4) [138].

and the re-buffering events:

Q =
K∑
k=1

q(Rk)︸ ︷︷ ︸
video quality

−λ
K−1∑
k=1

|q(Rk+1)− q(Rk)|︸ ︷︷ ︸
quality variations

−µ
K∑
k=1

b(Rk)︸ ︷︷ ︸
re-buffering time

(5.5)

K denotes the number of segments received by a DAS client. R denotes the available rep-

resentations (in our case R = {L0, L0 +L1, L0 +L1 +L2}) and Rk denotes the consumed

representation of segment k on a client. q(Rk) denotes the quality of a segment, which

we define as the average corresponding representation bitrate. b(RK) denotes the number

of re-buffering seconds (video stalling time) before segment Rk is ready for play-out. λ

and µ are non-negative parameters modeling the particular influence of quality variations

and re-buffering events, respectively. In [139] different combination of values for λ and

µ are suggested. We vary the parameters in the suggested ranges and provide a 3D plot

indicating the user satisfaction considering various user preferences (more/less sensitive to

re-buffering events versus more/less sensitive to representation switches). Please note that

we re-formulated the model slightly because in [139] it is used as an objective function for

a maximization problem imposing a more complex formulation.

5.3.2.c Download Bitrate for FTP Clients

The performance of the FTP clients is measured by the pure download bitrate. We consider

the goodput (throughput minus overhead) as the relevant performance indicator. Other

metrics, like packet delivery delay or jitter have no noticeable influence for the user.
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5.3.3 Adding Context Information to SAF

As already mentioned, SAF’s design allows considering additional context information. In

the following we show how to introduce the scenario’s context into SAF. We consider the fol-

lowing facts as relevant context information: VoIP clients cause the lowest amount of traffic,

however, their users suffer heavily from packet loss and late packets (cf. Equations. 5.1, 5.2,

and 5.3). Therefore, VoIP traffic should be prioritized at the forwarding plane, especially

on low latency links. Let us assume that we order the importance of the content classes as:

V oIP >c video >c data, where a >c b denotes that a should be prioritized over b. Then our

objective is to introduce a weighting mechanism that ensures this ordering by influencing

the performance assessment of faces. The weights shall be selected in such a way that low

priority content will be dropped in favour of high priority content due to SAF internals

(using the dropping face FD). In the following we show how this demand can be introduced

and realized by SAF.

Recall that SAF periodically performs updates of the forwarding probabilities for each

registered name prefix considering all faces Fi ∈ F (cf. Subsection 4.2.4). The updates

maximize a combined measure M that is given by Equation 5.6. In denotes the set of

Interests in a given period n. SFi(In) denotes a measure for the satisfied Interests, UFi(In)

a measure for the unsatisfied Interests. SAF’s default configuration defines SFi(In) := |{j ∈
In : j is satisfied by a Data packet on Fi}| and UFi(In) := |{j ∈ In : j is not satisfied on

Fi}| ∀Fi ∈ F \ {FD}, where FD denotes the virtual dropping face that satisfies Interests by

definition [108]. Thus, SAF maximizes the throughput for the individual name prefixes.

M =
∑
Fi∈F

MFi(In) =
∑
Fi∈F

(SFi(In)−UFi(In)) (5.6)

In order to consider the relative content priorities, we are going to re-define the measure

UFi(In). This leads us to SAF-CAA (Contex-Aware Adaptation) which introduces an

additional weight ω to the definition of UFi . We re-define U ′Fi(In) := UFi(In) ·ωFi :=

ωFi · |{j ∈ In : j is not satisfied by a Data packet on Fi}|. As ωFi is chosen differently

for each content (and also specifically per face as indicated by the subscript Fi, which will

be disscues later in more detail) it can be used to realize the prioritization. In general, if

network congestion is encountered, a large ω leads to earlier pro-active packet dropping of

the corresponding content. In the following we provide a rationale for the selection of the

individual weights based on the definition of a reliable face [108]:
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According to SAF, a reliable face can be defined as given by Definition 5.1. So, a

face is reliable if and only if tcj ≤
SFi,cj

SFi,cj+UFi,cj
, where cj denotes the j-th content (SAF

operates on a per content basis). tcj denotes the reliability threshold for the j-th content.

This dynamic threshold tells us how much reliable traffic a specific content currently has,

assuming SAF has already converged. The threshold itself does only vary between tmin,cj

and tmax,cj . We want to introduce an ordering on the specific contents such that we can

influence the reliability accordingly. Therefore, we use the weight ωFi,cj for the calculation

of the reliability of face Fi for a given content cj as follows: tcj ≤
SFi,cj

SFi,cj+UFi,cj ·ωFi,cj
.

Definition 5.1. A face Fi ∈ F is reliable for content cj ∈ C if and only if RFi,cj :=
SFi,cj

SFi,cj+UFi,cj ·ωFi,cj
≥ tcj , where tcj denotes the reliability threshold of SAF (cf. Table 4.1)

for the j-th content, and ωFi,cj ∈ [1,∞[ is a weight for the j-th content on Fi.

Definition 5.2 defines an adaptable set of contents with respect to a given face Fi ∈
F \ {FD}. Here, the term adaptable indicates that for these contents/prefixes adaptation

among the individual columns of SAF’s FWT is reasonable (cf. blue arrows in Figure 4.1

suggesting the shifting of forwarding probabilities among different prefixes). Colloquially,

we define a set of contents as adaptable with respect to Fi if that face performs reliable data

delivery for every content in that set. Furthermore, a secondary condition must hold that

says that there must exist unsatisfied traffic for each content in that set. In the following we

discuss why contents in an adaptable set have to satisfy both requirements so that SAF’s

adaptation engine may perform effective adaptations.

Definition 5.2. We define a set of contents CFi as adaptable with respect to a given face Fi

if and only if for a given content catalogue C, CFi contains only contents that are considered

as reliably transmitted on Fi, although a number (greater than 0) of Interests cannot be

satisfied by Fi, CFi := {cj ∈ C|RFi,cj ≥ tcj ∧UFi,cj > 0∧SFi,cj > 0} ∀Fi ∈ F \ {FD}.

The reason for solely encapsulating contents that are reliably transmitted via Fi in an

adaptable set is apparent when considering the following. SAF has learned the optimal

amount of traffic for each content in the adaptable set that should be forwarded via Fi

considering the individual content’s reliability threshold tcj . Only for these contents SAF

has converged (cf. Theorem 4.2). Therefore, adaptation among the individual contents

in the adaptable set is possible. Contents that are not part of an adaptable set are not

transmitted reliably on Fi. Thus, SAF is in an unstable state concerning these contents

making meaningful adaptation decisions impossible. The secondary condition ensures that
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only contents are considered for adaptation that have unsatisfied Interests on Fi. Therefore,

only contents interfering with each other on the given face Fi are considered for adaptation.

Given an adaptable set and an ordering of contents, we can state Theorem 5.1 that provides

a rationale for selecting the individual weights ω.

Theorem 5.1. Given an adaptable set CFi with |CFi | > 1 and an ordering on the con-

tents (C, >c) (denoting the importance of the contents), one obtains the following result for

determining the weights such that the ordering of the contents is established by SAF on Fi:

∀ck, cj , cm ∈ CFi , ck >c cj >c cm : (5.7)

ωFi,cj ∈
]
max

{
SFi,cj ·UFi,ck ·ωFi,ck

SFi,ck ·UFi,cj
,
SFi,cj · (1− tcj )
UFi,cj · tcj

}
,
SFi,cj ·UFi,cm ·ωFi,cm

SFi,cm ·UFi,cj

[
We further have two degrees of freedom, ωFi,c1 and ωFi,c|CFi |

.

Proof [Theorem 5.1] It suffices to show that the selection of the weights ωFi,cj as given in

Theorem 5.1 results in the same ordering of reliabilities as the ordering of the contents such

that RFi,c1 > RFi,c2 > · · · > RFi,cn−1 > RFi,cn , where RFi,c1 corresponds to the reliability

of the most important content with c1 >c c2 >c · · · >c cn−1 >c cn. SAF then shifts the

traffic such that the faces become reliable again. The lower bound can be easily obtained

from the required ordering of the reliabilities and that we want to force SAF to shift traffic

from the given face to other faces or the dropping face. Therefore, we have according to

Definitions 5.1 and 5.2:

∀cj , cj+1 ∈ CFi , cj >c cj+1 :

SFi,cj
SFi,cj +UFi,cj ·ωFi,cj

>
SFi,cj+1

SFi,cj+1 +UFi,cj+1 ·ωFi,cj+1

SFi,cj >
SFi,cj+1 ·SFi,cj +SFi,cj+1 ·UFi,cj ·ωFi,cj

SFi,cj+1 +UFi,cj+1 ·ωFi,cj+1

SFi,cj ·SFi,cj+1 +SFi,cj ·UFi,cj+1 ·ωFi,cj+1 > SFi,cj ·SFi,cj+1 +SFi,cj+1 ·UFi,cj ·ωFi,cj

SFi,cj ·UFi,cj+1 ·ωFi,cj+1 > SFi,cj+1 ·UFi,cj ·ωFi,cj

ωFi,cj+1 >
SFi,cj+1 ·UFi,cj ·ωFi,cj

SFi,cj ·UFi,cj+1

We derive the upper bound analogously as follows:

∀cj+1, cj+2 ∈ CFi , cj+1 >c cj+2 :
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SFi,cj+1

SFi,cj+1 +UFi,cj+1 ·ωFi,cj+1

>
SFi,cj+2

SFi,cj+2 +UFi,cj+2 ·ωFi,cj+2

SFi,cj+1 >
SFi,cj+2 ·SFi,cj+1 +SFi,cj+2 ·UFi,cj+1 ·ωFi,cj+1

SFi,cj+2 +UFi,cj+2 ·ωFi,cj+2

SFi,cj+1 ·SFi,cj+2 +SFi,cj+1 ·UFi,cj+2 ·ωFi,cj+2 > SFi,cj+1 ·SFi,cj+2 +SFi,cj+2 ·UFi,cj+1 ·ωFi,cj+1

SFi,cj+1 ·UFi,cj+2 ·ωFi,cj+2 > SFi,cj+2 ·UFi,cj+1 ·ωFi,cj+1

ωFi,cj+1 <
SFi,cj+1 ·UFi,cj+2 ·ωFi,cj+2

SFi,cj+2 ·UFi,cj+1

Taking into account the requirement that the reliability should be below the corresponding

reliability threshold. It follows that:

∀cj ∈ CFi , cj >c cj+1 :

SFi,cj
SFi,cj +UFi,cj ·ωFi,cj

< tcj

SFi,cj < tcj ·SFi,cj + tcj ·UFi,cj ·ωFi,cj
SFi,cj
tcj

< SFi,cj +UFi,cj ·ωFi,cj

−UFi,cj ·ωFi,cj < SFi,cj −
SFi,cj
tcj

−UFi,cj ·ωFi,cj <
SFi,cj · (1− tcj )

tcj

ωFi,cj >
SFi,cj · (1− tcj )
tcj ·UFi,cj

ωFi,c1 ≥ 1 can be chosen arbitrarily and by calculating all the lower bounds we finally get to

ωFi,c|CFi |
. The upper bound for ωFi,c|CFi |

can be chosen arbitrarily big with the restriction

that it has to be bigger than the indicated lower bound. Then we may calculate the upper

bounds for all other weights and choose the weights within the determined bounds. This

will instruct SAF to prioritize the contents as given by the ordering (CFi , >c) on the network

level. This concludes the proof. �

Algorithm 5.1 outlines an algorithmic procedure to obtain the weights ωFi,cj . The

algorithm shall be executed after each iteration of SAF’s FWT updates (cf. Algorithm 4.2)

assuming that the contents are ordered by importance (descending) in CFi . Recall that the

following operations are executed for every face Fi ∈ F \ {FD} (cf. Alg 5.1, line 1). First, we

initialize the lower bound for the content with the highest priority with 1 (cf. Alg. 5.1, line

2). This, will also be the first degree of freedom deduced in Theorem 5.1 (cf. Alg. 5.1, line
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Algorithm 5.1 Context-Aware Adaptation for SAF

1: for each Fi ∈ F \ {FD} do

2: w
(L)
Fi,1
← 1

3: for 1 ≤ j ≤ |CFi | − 1 do

4: w
(L)
Fi,cj+1

← max

SFi,cj+1 ·UFi,cj ·w
(L)
Fi,cj

SFi,cj ·UFi,cj+1

,
SFi,cj+1 · (1− tcj+1)

UFi,cj+1 · tcj+1


5: end for
6: w

(U)
Fi,c|CFi |

← w
(L)
Fi,c|CFi |

+ 1

7: for |CFi | ≥ j ≥ 2 do

8: w
(U)
Fi,cj−1

←
SFi,cj−1 ·UFi,cj ·w

(U)
Fi,cj

SFi,cj ·UFi,cj−1

9: end for
10: ωFi,1 ← w

(L)
Fi,1

11: ωFi,|CFi |
← w

(U)
Fi,c|CFi |

12: for 2 ≤ j < |CFi | do

13: ωFi,cj ←
w

(U)
Fi,cj

+w
(L)
Fi,cj

2
14: end for
15: for each cj ∈ C \ {CFi} do
16: ωFi,cj ← 1
17: end for
18: end for

10). Then, the remaining lower bounds for the weights are determined, which are denoted

as w(L) (cf. Alg. 5.1, lines 3-5). Subsequent, we set the second degree of freedom, which is

the upper bound for the content with the lowest priority (cf Alg. 5.1, line 6 and line 11).

Then, the remaining upper bounds are calculated, which are denoted as w(U) (cf. Alg. 5.1,

lines 7-9). Now, the weights ω are chosen. Here we take a value in the middle of the open

interval (w
(L)
Fi,cj

, w
(U)
Fi,cj

) (cf. Alg. 5.1, lines 12-14). Finally, the algorithm resets the weights

for all contents that do not satisfy the conditions for an adaptable set (cf. Alg 5.1, lines

15-17). We have implemented Algorithm 5.1 for SAF’s adaptation engine as presented. The

source code can be found at http://icn.itec.aau.at.

Remark 5.1. Note that contents with the same importance can be represented as a single

content. However, weights for these contents have to be calculated and the greater ones

have to be taken for all contents with the same importance.
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Figure 5.4: Video streaming satisfaction considering different preferences (λ denotes a
weight for a user’s sensitivity to quality variations, and µ denotes a weight for a user’s
sensitivity to re-buffering time) [139].

5.3.4 Results

Figures 5.4 and 5.5 summarize the results for the individual applications considering all

forwarding strategies discussed in Section 5.2. Figure 5.4 depicts the user satisfaction of the

video streaming users obtained by Equation 5.5 normalized by the highest possible score.

Figure 5.5a depicts the MOS value for the VoIP clients. Figure 5.5b depicts the achieved

download rate of the FTP clients. Figure 5.5c depicts the total traffic (incoming and

outgoing) triggered by the ISP access network illustrated on the left hand side of Figure 5.1.

Figure 5.5d provides the average costs per transmitted kilobyte. In the following we discuss

the results for each strategy in detail:

Broadcast: It is evident from Figure 5.5 that Broadcast performs worst. This can

be explained by the strategy’s nature to excessively replicate Interests and by the rather

limited available bandwidth resources. Broadcast introduces a lot of unnecessary overhead.

Although the strategy causes with 5 GB the highest amount of traffic (and therefore also

high costs for the provider, Figure 5.5c) the consumer/application demands are not fulfilled.

The congestion caused by Interest replication leads to a high packet loss rate and heavily

delayed packet delivery. This results in the worst possible MOS for the VoIP clients (cf.

Figure 5.5a) and also in the worst achieved goodput (1672 kbps) for the FTP clients (cf.

Figure 5.5b). Nevertheless, the user satisfaction of the video streaming clients is at an

acceptable level, even higher than for BestRoute (cf. Figure 5.4).
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(c) Total transmitted traffic.
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(d) Average costs per kilobyte.

Figure 5.5: Results considering the individual applications’ performance with respect to
the discussed forwarding strategies showing 95% confidence intervals.

NCC: The overall performance of NCC is similar to Broadcast. The only major dis-

tinction is the performance of the FTP clients, which are able to achieve a 460 kbps higher

goodput. The bad performance of NCC can be explained by the following facts. NCC fo-

cuses only on the link that provides the lowest data delivery delay. Therefore, the network

traffic is preferably routed through AS-A. The limited resources of AS-A are overburdened

resulting in packet loss due to network congestion. Internally, NCC issues retransmission

for late or lost packets using alternative paths. This excessive retransmission policy intro-

duces a similar amount of overhead like Broadcast (cf. Figure 5.5c), resulting in the worst

possible MOS of 1 for the VoIP clients and high costs for the ISP operator(s). Also the
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achieved user satisfaction of the video streaming consumers is only marginally better than

achieved by Broadcast (cf. Figure 5.4).

BestRoute: This strategy, configured to consider the ISP’s costs as the relevant metric,

is no great improvement to Broadcast or NCC. Instead of NCC that focuses on the lowest-

delay connection through AS-A, BestRoute focuses on the lowest-cost connection through

AS-C (cf. Figure 5.1). Only if a consumer application issues a retransmission due to late or

lost packets, BestRoute considers the next ”best” (cheapest) route for data transmission.

The low transmitted amount of traffic presented in Figure 5.5c indicates that BestRoute is

unable to effectively use multiple paths for delivery leading to the lowest user satisfaction

for the video streaming clients (cf. Figure 5.4). Furthermore, BestRoute is unable to deliver

a single VoIP packet in time due to its strict focus on the ”cheapest” route, which is also

reflected by the worst possible MOS of 1 achieved by the VoIP clients. However, it achieves

the lowest cost per transmitted kilobyte (cf. Figure 5.5d).

RFA: This is the first algorithm that achieves a MOS greater than 1 for the VoIP

clients (cf. Figure 5.5a). As previously mentioned, RFA basically performs a kind of

load balancing by considering the number of pending Interests per face. Considering this

scenario, the strategy performs fine, in particular the FTP clients are able to achieve their

target goodput of about 3000 kbps (cf. Figure 5.5b). Also, the user satisfaction for the

video streaming clients is acceptable (cf. Figure 5.4). Nonetheless, a better performance

for the VoIP clients is desirable. On the one hand, the results for RFA indicate that it is

perfectly able to exploit multiple paths. However, on the other hand, it is ignorant to the

application demands resulting in non-optimal forwarding decisions (e.g., a non-negligible

share of VoIP Interests is forwarded via AS-C).

OMP-IF: This strategy is able to obtain a MOS of about 2 for the VoIP clients, which

is significantly better than RFA (cf. Figure 5.5a). Nevertheless, OMP-IF is inferior with

respect to the data transfer (cf. Figure 5.5b) and video streaming (cf. Figure 5.4) perfor-

mance, for the following reasons. While RFA is focused on load balancing, and therefore

tries to maximize the throughput, OMP-IF considers only node-disjoint paths for individual

name prefixes. As in this scenario only three different prefixes are employed (/voip, /data,

/video) OMP-IF is capable of separating the individual content streams. However, taking

the burstiness of the video traffic into account, none of the autonomous systems AS-A, AS-

B and AS-C can fulfill the traffic demands during the bursts. These bursts lead to packet

loss or late packets, which will be countered by OMP-IF by frequent path switching. The
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frequent path switching leads to a lower performance with respect to the video and transfer

applications, though, it gives the VoIP clients the opportunity to obtain a slightly better

service than in the case of RFA.

SAF(-CAA): It is evident from Figures 5.4 and 5.5 that SAF outperforms all other

algorithms. It reaches a MOS for VoIP of more than 3, while maintaining the target goodput

of the data streaming clients and delivering excellent service to the video streaming clients.

The key to success for SAF is the consideration of context that allows to maintain this high

QoS and QoE levels. As previously mentioned, SAF evaluates for each name prefix and

for each face the Interest satisfaction ratio. Considering this ratio, it derives the optimal

forwarding strategy. For instance, it is able to deliver the VoIP traffic successfully since it

implicitly considers the lifetime flag that is provided by every Interest packet (cf. Figure 2.4).

If an Interest times out in the forwarding plane due to a lifetime expiry it is counted as

unsatisfied. SAF uses this information to deduce better decisions in the future. Therefore,

it is able to guide the VoIP traffic over the low-latency links. As previously introduced,

SAF-CAA considers VoIP traffic as more important than video or data traffic, which are in

general more resilient to low values of packet loss. These applications may use retransmission

to re-request missing/lost packets. As can be seen from Figure 5.5, introducing this context

information into the forwarding plane further increases the MOS value for the VoIP clients

by about 0.4 without resulting in significant (negative) side-effects for the data and video

streaming applications. SAF-CAA performs better than classical SAF because in the case

of congestion on the low-latency links, video and data traffic are penalized stronger and

earlier than the VoIP traffic. As the traffic share of the VoIP traffic is significantly smaller

than the video and the data shares, the prioritizing of the VoIP traffic has no noticeable

effect on the video and data streamers’ user satisfaction in this scenario.

To further investigate the individual behavior of the algorithms in the presented scenario

(cf. Figure 5.1), Figure 5.6 depicts the individual shares of Interests that are forwarded for

each content/application per autonomous system. The figure shows the result from an

exemplarily chosen simulation run. Each row of pie charts presents the Interest shares

for the applications VoIP (1st column), video (2nd column), and FTP (3rd column) with

respect to the investigated forwarding strategies which may forward Interests via AS-A

(green), AS-B (orange), and AS-C (light blue). Figure 5.6 shows that Broadcast and NCC

are oblivious to the individual application demands, simply transmitting equally sized shares
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AS-A (33.33%)
AS-B (33.33%)
AS-C (33.33%)

(a) VoIP (Broadcast).

AS-A (33.33%)
AS-B (33.33%)
AS-C (33.33%)

(b) Video (Broadcast).

AS-A (33.31%)
AS-B (33.31%)
AS-C (33.37%)

(c) FTP (Broadcast).

AS-A (33.33%)
AS-B (33.33%)
AS-C (33.33%)

(d) VoIP (NCC).

AS-A (33.52%)
AS-B (33.53%)
AS-C (32.95%)

(e) Video (NCC).

AS-A (33.52%)
AS-B (34.04%)
AS-C (32.44%)

(f) FTP (NCC).

AS-A (00.00%)
AS-B (00.00%)
AS-C (100.00%)

(g) VoIP (BestRoute).

AS-A (00.00%)
AS-B (00.00%)
AS-C (100.00%)

(h) Video (BestRoute).

AS-A (00.00%)
AS-B (17.32%)
AS-C (82.68%)

(i) FTP (BestRoute).

AS-A (33.92%)
AS-B (33.62%)
AS-C (32.46%)

(j) VoIP (RFA).

AS-A (14.88%)
AS-B (25.66%)
AS-C (59.46%)

(k) Video (RFA).

AS-A (25.37%)
AS-B (42.64%)
AS-C (31.99%)

(l) FTP (RFA).

Figure 5.6: Share of Interests forwarded via the available autonomous systems per con-
tent/application (cf. Figure 5.1). The figure is continued on page 139.
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AS-A (69.99%)
AS-B (15.00%)
AS-C (15.00%)

(m) VoIP (OMP-IF).

AS-A (27.12%)
AS-B (61.02%)
AS-C (11.86%)

(n) Video (OMP-IF).

AS-A (01.52%)
AS-B (00.01%)
AS-C (98.47%)

(o) FTP (OMP-IF).

AS-A (99.42%)
AS-B (00.46%)
AS-C (00.12%)

(p) VoIP (SAF).

AS-A (30.45%)
AS-B (69.06%)
AS-C (00.49%)

(q) Video (SAF).

AS-A (00.10%)
AS-B (02.26%)
AS-C (97.64%)

(r) FTP (SAF).

AS-A (99.61%)
AS-B (00.31%)
AS-C (00.08%)

(s) VoIP (SAF-CAA).

AS-A (27.82%)
AS-B (71.62%)
AS-C (00.56%)

(t) Video (SAF-CAA).

AS-A (00.04%)
AS-B (00.77%)
AS-C (99.20%)

(u) FTP (SAF-CAA).

Figure 5.6 (cont.): Share of Interests forwarded via the available autonomous systems per
content/application (cf. Figure 5.1).

on all available autonomous systems. Although both strategies forward approximately two-

thirds of the VoIP Interests via AS-A and AS-B, they are not able to achieve a MOS greater

than 1. In contrast, RFA achieves a MOS of about 1.5 (cf. Figure 5.5a) showing a similar

traffic share pattern. Although also RFA forwards one-third of the VoIP traffic via AS-C

(that is not able to deliver VoIP packets in time), it is able to outperform Broadcast and

NCC. The reason for this is that RFA causes less congestion because of: i) not excessively

replicating Interests (cf. Figure 5.5c); and ii) by effective load balancing of traffic considering

the number of PIT entries as an indicator for face utilization (faces with many PIT entries
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are avoided). BestRoute basically considers only AS-C for forwarding, because it has been

configured to prefer the lowest-cost path. Only for lost and/or retransmitted Interests an

alternative path via AS-B is used. Therefore, this strategy fails in satisfying the demands

of the VoIP clients and also can not take advantage of NDN’s multi-path capabilities. In

contrast, OMP-IF does a much better job. OMP-IF only forwards 15% of the VoIP Interests

via AS-C, and therefore, obtains a MOS of about 2. We can also see that OMP-IF forwards

the largest part of the data traffic to AS-C. However, when compared to SAF(-CAA), we

observe that better results are possible. SAF performs excellently, forwarding more than

99% of the latency sensitive VoIP traffic via AS-A and forwarding more than 99% of the

latency tolerant FTP traffic via the lowest-cost path (AS-C). SAF forwards the biggest share

of the video traffic via AS-B, using remaining resources of AS-A that are not required by the

VoIP traffic. The results show that SAF optimally separates and distributes the Interests

for the individual applications on the available autonomous systems. Furthermore, we can

observe that the weighting of contents has a significant positive effect on the MOS (cf.

Figure 5.5a), and it has basically no influence on the traffic shares. The weighting only

ensures that data and video packets are dropped earlier than (in favour of) VoIP packets.

5.4 Conclusion and Outlook for Context-Aware Forwarding

In this chapter we investigated the importance of considering context information in NDN’s

forwarding plane. First, we outlined existing forwarding strategies and discussed their

context awareness (their basis of decision making). Furthermore, we defined a scenario

encompassing different network applications (VoIP, video streaming, data transfer) with

various demands and evaluated their performance using prominent forwarding strategies.

We conducted network simulations using ns-3/ndnSIM [37] and obtained the relevant QoS

parameters. We mapped these values to user satisfaction models to asses their actual bene-

fit. The results indicate that the more context information is considered by the forwarding

strategies, the better becomes the provided QoS, resulting in higher user satisfaction. In

particular, the strategy Stochastic Adaptive Forwarding (SAF), which can be easily config-

ured to consider context information, performs excellently in the presented scenario. We

presented an enhancement for SAF’s adaptation engine that is capable of considering sup-

plied context information for the forwarding operations. Our approach rests on a weighting

mechanism that orders contents according to their user/operator-supplied priority. Accord-

ing to the internals of SAF, we were able to derive the weights according to the definition
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of a reliable face. The weights are used to influence the performance assessment of faces in

order to drop low priority content in favour of high priority content on exhausted faces.

Our results indicate that further research in the area of forwarding should focus on the

available context information to unlock the full capabilities of NDN’s forwarding plane.

The presented scenario was of limited size, and therefore a more extensive investigation

of this topic is necessary in future work. While our approach solely is intended for the

forwarding plane, also overlapping approaches between the routing and the forwarding

layers are possible. For instance, future work could investigate how routing could help to

introduce context awareness in the forwarding plane. One idea would be to reserve or block

certain paths for specific traffic/applications considering a broader notion of context [96, 97].

For instance, given the previously presented scenario we could already decide at the moment

the routing layer provides/installs the available routes in the FIB that for latency intolerant

traffic the path through AS-C is not suitable. Therefore, we may not add this face to the

possible outgoing faces in the first place.
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CHAPTER

6 From Simulations to

Physical Networks

”The problems of the real world are pri-

marily those you are left with when you

refuse to apply their effective solutions.”

— Edsger W. Dijkstra, 1930∗ - 2002†

The computer communication research community shows significant interest in the

paradigm of Information-Centric Networking (ICN). Continuously, new proposals for ICN-

related challenges (caching, routing, forwarding, etc.) are published. However, due to a lack

of a readily available testbed, the majority of these proposals is either evaluated by theo-

retical analysis and/or by conducting network simulations potentially masking further chal-

lenges that are not observable in synthetic environments. Therefore, this chapter presents

a framework for an ICN testbed using low-budget physical hardware with little deployment

and maintenance effort for the individual researcher; specifically, Named Data Networking

(NDN) is considered. The employed hardware and software are powerful enough for most

research projects, but extremely resource intensive tasks may push both components to-

wards their limits (e.g., cryptographic algorithms). The testbed framework is based on well

established open source software and provides the tools to readily investigate important

ICN characteristics on physical hardware emulating arbitrary network topologies.

This chapter is divided into five sections. Section 6.1 provides an introduction motivating

the need for a testbed in ICN/NDN research. This also includes a brief discussion about

existing testbeds, and why they are not sufficient for a researcher’s daily work. Section 6.2

illustrates the testbed architecture and discusses the necessary preparation steps to conduct

significant network emulations. The following two sections present evaluations that have

been obtained from the testbed. The first set of emulations investigates the performance

of various forwarding strategies (cf. Section 6.3). The objective of this evaluation is to

validate the results obtained for SAF and its competitors (cf. Section 4.3), which have

been obtained conducting networking simulations using ns-3/ndnSIM. The evaluations on

the testbed are performed on a smaller scale (fewer networking nodes due to the limited

number of nodes available), however, the results provide an estimate how well SAF and
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its competitors perform on physical hardware. Moreover, the results may indicate further

challenges that have to be overcome when pursuing a real-world deployment of ICN-based

communication. Section 6.4 provides an evaluation of DAS-based multimedia streaming

on the testbed. Here, the experiments are designed similar to the experiments conducted

in Section 3.2.3, however, also on a smaller scale due to the limited number of devices at

hand. Finally, Section 6.5 provides a conclusion of the chapter giving an outlook on further

research activities that may benefit from the proposed testbed framework.

6.1 Introduction – Yet Another Testbed?

In recent years, the ICN research community has grown continuously, positioning data-

oriented communication as promising architecture for the Future Internet. Today, there

is a variety of ICN candidates (cf. Section 2.1.3) interpreting and implementing data-

oriented communication in their own ways, as surveyed in [14] and [144]. Among them

is Named Data Networking (NDN) [15], probably the most elaborated approach. The

NDN community provides an extensive software suite with the objective to further advance

research in this field. This includes the network simulator ndnSIM [37], which is based on

the well-known ns-3 framework. Furthermore, the software suite includes the Networking

Forwarding Daemon (NFD) [38], an implementation of the NDN principle on Linux-based

systems. Although the Linux-based implementation of [38] is freely available, evaluations

on physical networks are rarely conducted in research papers. The majority of proposals

have been evaluated in a synthetic environment, either relying on theoretical analysis or

using network simulations. While both methods are valid and necessary, they will always

model the environment, protocols, and constraints imperfectly, simplifying and disregarding

potential important aspects of the real world. Therefore, these methods should not be

the final evaluation step, and they definitely can not substitute experiments on physical

networks. Hence, it would be desirable that researchers additionally conduct experiments

on physical hardware. This may reveal weak components, performance bottlenecks, and

further challenges that are not observable in synthetic environments. However, there are a

number of impediments for experiments on physical networks/testbeds:

� Setting up a testbed is a tedious and work-intensive task.

� Building a testbed of significant size can be very costly.
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� Conducting a large batch of evaluations using different parameters in a testbed is more

time-consuming/error-prone than using a flexible simulation environment.

In order to overcome these impediments and to support researchers in their daily work, the

provision of a testbed is necessary. Currently, the NDN community provides a testbed [145]

available to its community members. At the time of writing, the community encompasses

about 30 members consisting of universities and industrial companies interested in ICN

research. The testbed interconnects 32 NDN nodes and encompasses 87 links around the

world realized as an overlay on top of today’s Internet providing the opportunity to evaluate

NDN-based applications. Figure 6.1 provides the topology of the testbed. Nevertheless, this

testbed has several inconveniences for the individual researcher. First, the researcher must

be a (paying) member of the community to get access to the testbed nodes. Furthermore, the

testbed is actually a shared resource as it can be accessed by all community members, and

therefore the availability for the individual researcher may be limited. Moreover, researchers

may not be able to experiment with the core functionality of the NFD (even if it would be

necessary for their research objectives), since the NDN testbed needs to stay functional at

all times. The testbed is rather designed for experiments with NDN-enhanced applications

evaluating the benefits of NDN-based data communication, rather than for experiments with

Figure 6.1: Screenshot taken from [145] illustrating the topology of the NDN testbed. The
numbers on the links provide the estimated costs by the routing plane using the Named-Data
Link State Routing (NLSR) protocol [50]. (Screenshot taken 2016/07)
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the NDN core functionalities. Another issue is also that the NDN testbed is realized as an

overlay network on top of today’s Internet using ordinary computers as software routers.

Since the researchers do not have full control over the used infrastructure (devices, links,

etc.), side effects may influence their evaluations leading to distorted results and aggravate

reproducibility.

To tackle the above mentioned challenges, this chapter presents a framework enabling

researchers to readily deploy their own NDN testbed at low costs. We suggest a testbed

framework that is based on a set of single-board devices, so-called Banana Pi Routers. While

focusing on a low budget, the selected hardware is powerful enough to conduct significant

evaluations in all research areas of interest regarding ICN. An exception is the use of com-

putationally expensive cryptography; however, this would also challenge recent off-the-shelf

CPUs such as used in ordinary desktop computers without dedicated cryptographic hard-

ware support. The costs for an NDN Banana Pi testbed of significant size, e.g., 20 nodes,

is approximately 3400 USD. Costs scale linearly with approximately 160 USD per added

testbed node. We provide pre-configured disk images, scripts and installation guidelines for

download (http://icn.itec.aau.at) enabling researchers to easily realize their own

NDN testbed with little effort. Once the images are copied to the required disks and the

testbed hardware is assembled and connected to a network, the testbed is ready for use.

The proposed framework allows to quickly deploy arbitrary network overlays on the physical

topology. Researchers may specify every detail of the topology including link capacities,

delays, queuing disciplines, queue sizes, and more. The framework further provides a Web

interface for observing the health status of the testbed and allows the tracking of ongoing

emulations in near real-time.

6.2 A Framework for an NDN-based Banana Pi Testbed

This section discusses the testbed architecture. First, insights on the selected hardware

are given (cf. Subsection 6.2.1). Second, the tools and applications necessary to realize an

arbitrary network topology on the physical devices are introduced, and their configuration

is discussed (cf. Subsection 6.2.2). Furthermore, the installation and configuration of the

NDN-based communication layer is presented (cf. Subsection 6.2.3). Finally, the classical

emulation cycle and the Web-based monitoring possibilities are presented (cf. Subsec-

tions 6.2.4 and 6.2.5).
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Figure 6.2: An overview of the testbed architecture. The testbed consists of two dedicated
physical networks. The Management Network (red lines) is used to set up and control the
testbed nodes, while the Emulation Network (blue lines) realizes the virtual overlay network.
The gateway is used as control server and enables users to configure, observe and visualize
emulation tasks.

6.2.1 Testbed Architecture and Hardware Requirements

Figure 6.2 depicts an overview of the testbed architecture. The testbed is based on an

IP network and realizes a virtual NDN overlay atop. In general, the testbed consists of

a number of single-board computers, (at least) two network switches and a gateway. The

testbed architecture requires two dedicated networks, each forming a star topology. The first

network is denoted as the Management Network (MN), while the second one is denoted as

the Emulation Network (EN). This clear separation ensures that traffic in the management

network (setting up nodes, monitoring devices, deploying software, etc.) does not interfere

with, or influence, active emulations. An ordinary Personal Computer (PC) provides enough

resources to manage the tasks of the gateway. The gateway is connected to the MN only,

providing external communication and control functionality. It acts as the control server
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for conducting emulations and is therefore the entry point for the users to the testbed.

Furthermore, it hosts several (optional, but very useful) services, which allow the monitoring

of the testbed (discussed in detail later, cf. Subsection 6.2.5). The single-board computers

should be able to access the Internet via the gateway, so software updates can be retrieved

easily.

Since the testbed architecture foresees two dedicated networks, the testbed nodes (single-

board computers) are required to provide at least two network interfaces. We have chosen

the Banana Pi Routers (BPI-R1) (cf. Figure 6.3) over all other available single-board

computers, because they are equipped with a four-port LAN switch including a dedicated

switching circuit. Moreover, these devices provide a WLAN interface (supporting IEEE

802.11 b/g/n), which additionally gives the opportunity to support mobility scenarios. An-

other advantage of the BPI-R1 is that it offers a SATA 2.0 port. We consider this as an

important feature, especially for conducting emulations in the area of ICN. Users may want

to conduct experiments requiring large in-network caches. When using only ordinary Micro

SD cards (default disk storage for embedded devices and single-board computers), such

experiments could not be performed since the cache size would be constrained by the main

memory (1 GB DDR3-SDRAM). Paging memory to the Micro SD cards with rather low

read/write data rates would drastically decrease the performance below the required line

speed. Therefore, we strongly suggest equipping the Pis with a Solid State Disk (SSD). We

summarize the most important hardware specifications of a BPI-R1 in Table 6.1. Further-

more, Table 6.2 lists the required hardware components (including approximate costs per

unit) for a testbed with 20 nodes. Note that we did not include hardware for the control

server because any available PC should be able to handle the required workload and does

not burden one’s budget.

Once all hardware components are available, the Pis need to be assembled (they are

usually shipped without a case), and the two networks illustrated in Figure 6.2 are cre-

ated connecting the Pis with the network switches. The testbed should be placed in an

air-conditioned environment, and the Pis should not be stacked on top of each other to

avoid thermal issues. We suggest placing them upstanding with a small space between the

individual cases as shown in Figure 6.4. Furthermore, we suggest to uniquely label the Pis

with stickers and to use network cables in two colours. This allows an easy identification of

the individual devices and also provides a quick way to distinguish whether a cable belongs

to the emulation or management network.
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Figure 6.3: The Banana Pi Router (BPI-R1): (a) top view, (b) bottom view indicating
the most important components/interfaces.
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Component Description (http://www.bananapi.com)

CPU A20 ARM-Cortex-A7 Dual-Core (2x1.0 GHz)

GPU ARM Mali-400MP2 with Open GL ES 2.0/1.1

Memory 1 GB DDR3-SDRAM

Storage 1x Micro SD (max. 64 GB), 1x SATA 2.0 (max. 2 TB)

Network 1x Ethernet RJ45, 4-Port-Switch, WLAN 802.11b/g/n

Power Source 5 Volt / 2 Ampere via Micro USB

Interfaces

Video In(CSI for video cameras)/Out(HDMI,CVBS,LVDS),

Audio In(on-board micro)/Out(3.5 mm Jack, HDMI),

2x USB 2.0, GPIO, UART, I2C Bus, SPI Bus, CAN bus, etc.

Circuit Board 92mm x 60mm, 52g

Table 6.1: Specification of a Banana Pi Router (BPI-R1).

Component Advice/Comment ≈ Cost/Unit

20x BPI-R1 80 USD

20x Case for BPI-R1 optional, but handy 15 USD

20x SSD size of at least 120 GB 50 USD

20x Micro SD size of at least 8 GB 4 USD

20x USB power cable dimensioned for 2 ampere 3 USD

4x USB power hub at least 6 ports 20 USD

2x Gigabit switch at least 24 ports 100 USD

40x Ethernet cable CAT6, two colors, 5 ft 2 USD

Total: 3400 USD

Table 6.2: Components for a testbed with 20 nodes.

6.2.2 Deployment of the Virtual Network Overlay

Having the Pis assembled and connected, the next step is to deploy the desired virtual

network overlay on top of the testbed. The BPI-R1 is shipped with its own operating system

called Bananian, a customized Debian Linux composed by the hardware manufacturers.

So, basically all networking tools available for Linux, e.g, iptables [146] and traffic control

(tc) [147], can be used to realize the desired overlay network. However, in order to use some

more advanced features of the tc, the Linux Kernel has to be re-configured and re-compiled

since the default disk image is optimized with respect to space constraints rather than for

networking functionality. Therefore, we provide a modified Bananian image for download

at http://icn.itec.aau.at. There are two images available, one for the Micro SD
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Figure 6.4: The Banana Pi NDN testbed deployed at ITEC http://icn.itec.aau.
at/. It consists of 20 nodes and was assembled from the parts listed in Table 6.2.

card, and another one for the SSD. Please note that even when using the SSD, one still

requires the Micro SD card as boot device (the BPI-R1 is only able to boot from a storage

media in the SD card slot).

We continue the discussion by providing the technical details to deploy a virtual overlay

on the testbed. All discussed steps are implemented in Python and Linux Bash Scripts that

can be downloaded at the previously indicated Web page. Researchers using the framework
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may specify arbitrary overlay networks (in an ordinary text file, or use the provided random

network topology generator) and apply them on the physical devices instantaneously. Note

that only the EN will be modified. The MN remains always unchanged since it is only used

for configuration and monitoring tasks.

Let us assume that the overlay network illustrated in Figure 6.2 shall be deployed. The

directed edges define the virtual links connecting the individual nodes (thicker lines indicate

higher link capacities), and the link delays are indicated next to the directed edges’ heads

in milliseconds. The first step is to realize the virtual connection(s). This can be achieved

using the application iptables [146] that enables the configuration of the tables provided by

the Linux kernel firewall. Initially, we configure the tables to block all IP packets received

or transmitted over the EN. This is achieved by setting the default action for all packet

processing chains (Input, Forward, Output) to Drop (cf. Listing 6.1, lines 1,6 and

13). Then for each virtual link in the overlay network, an exception is inserted allowing to

forward/receive IP packets. For instance, in the case of node A these are the upstream and

downstream connections to/from B and D (cf. Figure 6.2). Listing 6.1 depicts the required

exceptions to realize the connections for node A. Once the iptables are configured on all

nodes, the basic topology of the overlay network is reflected by the EN on the IP layer.

1 Chain INPUT (policy DROP)

2 target protocol option source destination

3 ACCEPT all −− B A

4 ACCEPT all −− D A

5

6 Chain FORWARD (policy DROP)

7 target protocol option source destination

8 ACCEPT all −− A B

9 ACCEPT all −− B A

10 ACCEPT all −− A D

11 ACCEPT all −− D A

12

13 Chain OUTPUT (policy DROP)

14 target protocol option source destination

15 ACCEPT all −− A B

16 ACCEPT all −− A D

Listing 6.1: Entries in the Linux firewall tables for node A (cf. Figure 6.2).
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Figure 6.5: Linux traffic control classification for packet scheduling using the example of
node E (cf. Figure 6.2).

The next step is to enforce the link capacities and delays as indicated by the overlay

description. For this task the framework relies on traffic control (tc) [147], an application

to configure and control the Linux kernel’s network scheduler as sketched in Figure 6.5.

The figure illustrates the employed traffic control classification for packet scheduling by the

example of node E. We use Hierarchical Token Bucket (HTB) filters, with multiple child

classes (one class per up- or downstream connection). The bandwidth capacities are not

limited at the HTB level, but at the individual HTB’s child classes. Each child is equipped

with an additional queuing discipline, a classical Token Bucket Filter (TBF) controlling the

link capacities and queue sizes. Furthermore, each child class is equipped with a netem

discipline realizing the individual link delays. One can go even further and use netem [148]

to introduce artificial packet loss or packet corruption facilities if desired; however, we do

not discuss this further and refer to [146], [147] and [148] for the interested reader.

6.2.3 Installing the NDN Communication Layer

The final step before emulations can be conducted is to set up the Networking Forwarding

Daemon (NFD) [38] accordingly on the Pis. This application implements the NDN-based
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communication layer. To make this task as convenient as possible, the testbed framework

(NFD plus our extensions) takes also over this part. The user may specify the configuration

of the NFDs (caching strategies, cache sizes, forwarding strategies and entries, etc.) and

deploy it on the individual Pis using a deployment script. The NFD supports two baseline

caching strategies (Least Recently Used (LRU) and First In – First Out (FIFO)), and

several Interest forwarding strategies (BroadCast, BestRoute, and NCC) [38]. Nevertheless,

one may be interested in implementing more sophisticated approaches. To that end, the

articles [87] and [88] provide good surveys of recent caching strategies, while the related

work in [108] gives a good overview of existing forwarding strategies.

To complete the configuration, the installation of the routing and forwarding entries in

the Routing- and Forwarding Information Base of the NFD [38] is required. The framework

provides two choices when users decide to automatically deploy routes, similar as imple-

mented in ndnSIM [37]. Either the user may choose to use all possible routes, or only the

shortest paths between each pair of nodes may be used. The framework implements the

installation of the entries as follows. Each node is given a unique identifier. Then for each

forwarding strategy and for each other node, one forwarding entry of the following structure

is installed: /fw-strategy/source-node-id. If using all routes has been selected, one entry may

point to multiple outgoing faces. So, any user-defined application within the testbed can

easily choose the source from which it may consume data by specifying the producer’s node

identifier. One further chooses the forwarding strategy by indicating the strategy’s name in

the emitted request message.

Listing 6.2 shows the available channels and faces for node A and the configuration of

the FIB for the given network overlay depicted in Figure 6.2. The NFD [38] supports various

channels type including TCP and UDP channels. Unfortunately, (raw) Ethernet channels

are not supported at the time of writing. At this time our testbed uses UDP channels

only, however, if needed one can readily switch to TCP channels. However, we prefer UDP

channels because this much simpler transport protocol introduces less side effects (packet

retransmission, congestion control, etc.) than TCP. The configuration shows that in this

case we have decided to use all available routes to any available content source (node),

since we have multiple possible next hops per prefix. Furthermore, it tells us that two

forwarding strategies are installed (SAF and BestRoute) and their corresponding prefixes,

which are used for forwarding Interests. Note that besides the “physical“ faces providing

a connection to the two neighbouring nodes B and D, the NFD instance [38] additionally
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maintains “virtual“ faces, e.g., to applications. For example, there exists a face to the

installed content store (face 254 ) and also a null face (face 255 ) that drops every packet.

A face is always identified by a local and a remote endpoint (not necessarily physically

remote). For instance, face 258 (the physical connection between node A and B) has the

remote endpoint udp4://192.168.1.11:6363 (UDP-channel, remote IP, remote port) and the

local endpoint udp4://0.0.0.0:6363 (UDP-channel, local IP, local port).

1 Channels:

2 udp4://0.0.0.0:6363 /*UDP Channel*/

3 unix:///run/nfd.sock /*Unix Stream Channel*/

4 tcp4://0.0.0.0:6363 /*TCP Channel*/

5 ws://[::]:9696 /*Web Socket Channel*/

6 Faces:

7 faceid=1 remote=internal:// local=internal:// local persistent p2p

8 faceid=254 remote=contentstore:// local=contentstore:// local persistent p2p

9 faceid=255 remote=null:// local=null:// local persistent p2p

10 faceid=256 remote=fd://18 local=unix:///run/nfd.sock local on−demand p2p

11 faceid=258 remote=udp4://192.168.1.11:6363 local=udp4://0.0.0.0:6363 non−local persistent p2p

12 faceid=260 remote=udp4://192.168.1.13:6363 local=udp4://0.0.0.0:6363 non−local persistent p2p

13 faceid=270 remote=fd://21 local=unix:///run/nfd.sock local on−demand p2p

14 Forwarding Information Base:

15 /localhost/nfd nexthops={faceid=1 (cost=0)}
16 /best−route/B nexthops={faceid=258 (cost=1), faceid=260 (cost=3)}
17 /best−route/C nexthops={faceid=258 (cost=2), faceid=260 (cost=2)}
18 /best−route/D nexthops={faceid=260 (cost=1), faceid=258 (cost=3)}
19 /best−route/E nexthops={faceid=258 (cost=3), faceid=260 (cost=3)}
20 /best−route/F nexthops={faceid=260 (cost=2), faceid=258 (cost=4)}
21 /saf/B nexthops={faceid=258 (cost=1), faceid=260 (cost=3)}
22 /saf/C nexthops={faceid=258 (cost=2), faceid=260 (cost=2)}
23 /saf/D nexthops={faceid=260 (cost=1), faceid=258 (cost=3)}
24 /saf/E nexthops={faceid=258 (cost=3), faceid=260 (cost=3)}
25 /saf/F nexthops={faceid=260 (cost=2), faceid=258 (cost=4)}
26 Strategy Choices:

27 /best−route strategy=/localhost/nfd/strategy/best−route/%FD%03

28 /saf strategy=/localhost/nfd/strategy/saf/%FD%01

Listing 6.2: Channels, faces and FIB entries for node A (cf. Figure 6.2)

considering two forwarding strategies SAF and BestRoute. Each FIB entry shows

the available next hops for a given prefix including their estimated transmission costs

(distance/hops) and face identifiers.
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Figure 6.6: The figure shows the individual steps foreseen by the framework to process a
batch of emulations tasks.

6.2.4 Conducting and Observing Experiments

Figure 6.6 shows the processing of a batch of emulations. The user needs to specify the

emulation parameters in a script (a detailed guide and discussion about the parameters

is available at http://icn.itec.aau.at). As previously mentioned, this includes the

specification of the basic properties for the network topology, and the NFD configuration

at first. Then, the framework foresees the following behaviour. One task after the other

will be processed as illustrated in the Figure 6.6. Besides specification of the parameters

for the network topology, the user specifies two kinds of abstract applications: consumers

and producers. Which application is executed on the individual nodes has to be specified in

the previously mentioned topology file (cf. Subsection 6.2.2). An exemplary topology file is

presented in Listing 6.3 that describes the overlay network shown in Figure 6.2. The listing

further assumes/specifies two consumers (A and C) that retrieve content from a producer
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(F). After the network is deployed and the NFDs are set up, the framework enables the log-

ging functionality on all Pis. Subsequent, all producer/consumer applications are executed

(producers are started first). The gateway monitors the progress of the applications and

stops the emulation once all consumer applications have finished. Then the logging func-

tionality is stopped and the corresponding logfiles are gathered and stored on the gateway

for later processing/analysis. The logfiles provide information about the Pis including CPU

load, power consumption, memory usage, and may also contain application-specific data

provided by the specified consumer/producer applications. Finally, the framework checks

if there are remaining tasks to process and continues the batch processing or terminates.

1 #number of nodes

2 6

3 #links: a, b, bw a−>b (kbps), bw a<−b (kbps), delay a−>b (ms), delay b−>a (ms)

4 A, B, 1000, 1500, 5, 3

5 A, D, 1000, 1500, 17, 20

6 B, C, 2000, 1000, 5, 4

7 C, D, 1500, 2000, 12, 9

8 C, E, 1500, 1000, 7, 2

9 D, F, 1000, 2000, 6, 8

10 E, F, 1500, 1500, 4, 3

11 #applications: consumer, producer

12 A, F

13 C, F

14 #eof

Listing 6.3: An example network topology file on the basis of the network shown

in Figure 6.2 assuming two consumers (A and C) and one producer (F).

6.2.5 Testbed Monitoring

Testbed monitoring is coordinated by the gateway (cf. Figure 6.2). There are basically two

levels of monitoring that can be accessed via the Web interface. The first level provides

a very rough overview that allows monitoring the health state of the testbed. To that

end, each Banana Pi uses cron [149] (a job scheduler for Linux) to trigger the logging of

important data periodically, e.g., on an hourly basis. The logged data is provided in the

JavaScript Object Notation (JSON) [150] format and is collected by the gateway using wget
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(a program to fetch data via HTTP-/FTP connections). This data includes important in-

formation about the Pis including CPU load, power consumption, memory usage, network

traffic, disk usage, etc. A history of about one week is stored at the gateway providing a

quick overview whether the testbed has been operating as expected. The second monitoring

level is more detailed, allows near real-time observations, and is active once emulations are

conducted. During an experiment, every few seconds the Pis actively push logfiles to a

virtual RAM-disk on the gateway (through the MN) using the Network File System (NFS).

These files are then accessible via a Web server and users may monitor the ongoing exper-

iment in near real-time using the Web interface as illustrated in Figure 6.7. The second

monitoring level can be disabled for experiments demanding highly accurate measurements

of the CPU load or power consumption, since the provision of this real-time log data requires

a small but noticeable resource consumption. Nevertheless, when designing and conducting

experiments, the Web interface can be very helpful in finding configuration errors. Further-

more, the Web interface can also be used to set up experiments in a drag and drop-like

manner. However, we suggest using this only as a starting point and conduct experiments

with a significant amount of runs using the batch processing discussed in Subsection 6.2.4.

6.3 Testbed Evaluation and Comparison to

Network Simulations

This section presents the design and results of an exemplary experiment conducted on the

testbed. The selected experiment investigates the influence of different forwarding strategies

on the data delivery performance of NDN. We use this experiment to asses the performance

of the discussed forwarding strategies (cf. Subsection 4.1.3) in a physical deployment sce-

nario. Furthermore, the obtained results are compared to the same experiment conducted

using ndnSIM 2.0 [37]. This provides further insights on the challenges for effective con-

tent distribution in NDN with respect to forwarding when deployed on physical networks.

Finally, we push the Pis to their limits to assess the maximum work load these devices

can handle providing an indication for which kind of experiments (workload) the testbed is

powerful enough.
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Figure 6.7: Snapshot of the Web interface which can be used to monitor ongoing emula-
tions in near real-time or to configure experiments in a drag and drop-like manner.

6.3.1 Evaluation Scenario

This experiment investigates the performance of the following forwarding strategies: Broad-

cast [38], BestRoute [38], NCC [38], RFA [95], and SAF [108] (cf. Subsection 4.1.3). Unfor-

tunately, we are not able to consider iNRR [107] and OMP-IF [127] for investigation, since

iNRR requires an oracle (which does not exist in the real world) and OMP-IF distinguishes

strictly between router and client nodes. However, due to the limited number of devices

available, we have to use a single node for both roles. We have 20 BPI-R1 at hand, and

therefore we decided to model a typical peer-to-peer overlay network for our experiment. We

generate network topologies consisting of n = 20 nodes using the Erdős Rényi model [151].

The probability of creating a link between two nodes was set to p ∈ {0.10, 0.15, 0.20} and

the link delays d ∈ [5 ms, 20 ms] are drawn from a uniform distribution (this does not in-

clude the processing delay of packets by the device). We ensure that the generated graph is

connected by omitting topologies not satisfying this condition. For the bandwidth capacity

of a link we consider three different settings (uniformly drawn): LowBW, i.e., from the in-

terval [2000 kbps, 3000 kbps]; MediumBW, i.e., from [3000 kbps, 4000 kbps]; and HighBW,
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i.e., from [4000 kbps, 5000 kbps]. Each node maintains a 250 MB large cache using the

FIFO replacement strategy. For each simulation/emulation, 4 nodes are randomly assigned

as servers initially providing unique content to 12 clients (the remaining 4 nodes only act as

routers). Each client requests content with a constant bitrate of approximately 2000 kbps

from a single server, with a Data packet size of 4 kiB. The pairing between client and server

is randomized for each run. Furthermore, we added all available routes to the NFD’s FIB to

ensure the all strategies can make use of their multi-path capabilities. In total 40 runs are

performed for each configuration simulating/emulating (ns3-ndnSIM/testbed) 30 minutes

of network traffic.

6.3.2 Results Obtained from the Testbed

Figures 6.8, 6.9, and 6.10 illustrate the results of the experiment when conducted on the

testbed. The Interest satisfaction ratio, which provides the ratio of received Data pack-

ets and generated Interests per client, is shown on the top left of individual figures. It is

evident from the results that SAF outperforms its competitors in all scenarios regarding In-

terests satisfied, especially if resources and connectivity are low. If the bandwidth resources

and the network connectvity are increased, the other algorithms start to catch up, partic-

ularly BestRoute is a strong competitor. This observation is consistent with the results

obtained in Section 4.3 and allows us to conclude that SAF performs well in peer-to-peer

like networks and also in classical Internet-like topologies. We will discuss the differences

between the testbed results and network simulations in detail providing a direct comparison

in Subsection 6.3.3.

The top right graphs in Figures 6.8, 6.9, and 6.10 depict the overall cache hit ratio

per network node. Here most of the algorithms perform similar in scenarios with low and

moderate resources and network connectivity. Only RFA performs significantly worse than

the other algorithms, due to its principle of load balancing leading to a lower cache hit

ratio. When network connectivity is high (cf. Figure 6.10b) one can observe that Broadcast

and NCC obtain the highest cache hit ratio outperforming SAF concerning this metric.

However, one has to consider that those strategies excessively replicate Interests leading to

congestion. Matching Figures 6.10a and 6.10b we can see that the high cache hit ratios of

Broadcast and NCC do not necessarily result in effective content distribution, particularly

in scenarios with low bandwidth resources . Therefore, we conclude that solely a high cache

hit ratio is not a convincing performance indicator concerning effective content distribution.
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Figure 6.8: Evaluation results obtained from the testbed (link probability of p=0.10).
95% confidence intervals for the observed parameters are shown.

The bottom left graphs in Figures 6.8, 6.9, and 6.10 depict the average power consump-

tion and the bottom right graphs depict the average CPU load per node. These results can

only be obtained from the testbed. This makes them particularly interesting for investigat-

ing the real-world requirements of algorithms. It is evident that both, SAF and BestRoute,

consume less power on the single-board computers than the other algorithms regardless of

the available network resources or connectivity. For an environment with scarce energy re-

sources, these algorithms may thus be better suited. SAF tends to use a bit more power and

CPU resources than BestRoute. Considering the algorithm’s design we conclude that has

the following reason. Since BestRoute focuses on the single best delivery path, some devices

(e.g., network nodes with low degree centrality that are not resided on the best path) may
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Figure 6.9: Evaluation results obtained from the testbed (link probability of p=0.15).
95% confidence intervals for the observed parameters are shown.

not receive any or only very little traffic allowing them to under-clock their CPU, thus saving

power. SAF instead may also use these devices to retain additional throughput leading to

slightly higher power consumption. Concerning RFA we can observe that it tends to use a

lot of resources, particularly in very low-connected topologies. We know that RFA performs

a kind of load balancing, thus permanently using all available paths. Therefore, none of the

nodes are able to save power, e.g., by under-clocking their CPU. Nevertheless, in scenarios

with moderate and high resources and network connectivity, the resource consumption of

Broadcast and NCC drastically increases even wasting more resources than RFA. This is

again rooted in their excessive replication of Interest messages that leads to heavy load on

the individual nodes.
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Figure 6.10: Evaluation results obtained from the testbed (link probability of p=0.20).
95% confidence intervals for the observed parameters are shown.

6.3.3 Comparing the Results of ndnSIM and the Testbed

We have conducted the same experiments as in the previous section using the network

simulator ns-3/ndnSIM [37]. We anticipate that the observed performance of the algorithms

in the simulator is better than on the testbed. We expect this because ndnSIM does not

consider the overhead caused by the underlying protocols (UDP: 8 bytes, IPv4: 20 bytes,

Ethernet: 18 bytes) that are required for communication on the testbed. Instead, the

simulator uses a virtual channel to transmit NDN packets with nearly no overhead (2 bytes

for a protocol flag).

As previously mentioned, using ndnSIM we are not able to obtain figures for the power
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Figure 6.11: Comparison of simulations and emulations considering the scenario Medi-
umBW with varying link probabilities p for the Erdős Rényi model [151].
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consumption or the CPU load required by the algorithms. Therefore, Figure 6.11 de-

picts only the results for the Interest satisfaction ratio and the cache hit ratio. Please

note that we compare only the results for the setting MediumBW with link probabilities

p ∈ {0.10, 0.15, 0.20} to ease readability; the results for the other two settings are similar.

The left set of bars in Figures 6.11a – 6.11f depict the results obtained by conducting sim-

ulations, while the right set of bars depict the results obtained conducting emulations on

the testbed. It is evident from Figure 6.11 that especially Broadcast and NCC suffer from

a severe performance loss when executed on the testbed. This is definitely due to the larger

overhead in the testbed as these strategies tend to replicate Interests. Considering that

the average Interest size during simulation was about 40 bytes (according to the ndnSIM

documentation the minimum size of an Interest message is 14 bytes), an additional over-

head of 8 + 20 + 18 = 46 bytes roughly doubles the size of each forwarded Interest. Also,

BestRoute is suffering from a minor performance loss (especially in the case of low network

connectivity), however, since this strategy does not replicate Interests the impact is sub-

stantially smaller. Interestingly, the forwarding strategies RFA and SAF do not suffer from

a significant performance loss (only RFA sustains a small loss in the case of low network

connectivity, cf. Figure 6.11a). This is due to their basic principles of distributing traffic

among the interfaces with the lowest load without creating replicas of Interests avoiding

Interest drops at congested interfaces. Regarding the cache hits illustrated in Figure 6.11,

there is no significant difference observable for the algorithms Broadcast, NCC and Best-

Route as their confidence intervals are overlapping. Surprisingly, SAF is able to maintain

a slightly higher cache hit ratio when executed on the testbed, while for RFA exactly the

opposite is true. Unfortunately, we can not provide a scientifically sound explanation for

this phenomenon. However, we think that the phenomenon could be caused by the ran-

domness of the algorithms. Both SAF and RFA heavily use random numbers. While both

implementations for the simulator uses the ns-3 based UniformRandomVariable [86], the

implementations for the physical hardware depends on the std::random device of the C++

standard libraries.

6.3.4 Testbed Limitations

To assess the capabilities of the BPI-R1 we conducted another experiment measuring the

CPU usage of the NFD with respect to the processed packets. We observe a single node

that has to forward/process a varying number of Interest and Data packets. Figure 6.12

Page 165



Chapter 6. From Simulations to Physical Networks

CPU Usage 10k
CPU Usage 50k
CPU Usage 100K
CPU Usage 150K

ISR 10k
ISR 50k
ISR 100k
ISR 150k In

te
re

st
 S

at
is

fa
ct

io
n 

R
at

io
 (I

SR
)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
PU

 U
sa

ge
 o

f t
he

 N
FD

 [%
]

30

40

50

60

70

80

90

100

Number of Issued Interests per Second
200 300 400 500 600 700 800

Figure 6.12: The packet processing capabilities of a BPI-R1 with respect to varying cache
sizes (10k-150k entries). Measurements were started with full caches.

illustrates the result of this experiment, where we varied the number of issued Interests

from 150 to 800 packets per second (one satisfied Interest results in two processed packets,

i.e., an additional Data packet). Furthermore, we conducted this experiment with different

cache sizes. The employed cache sizes are: 10k, 50k, 100k and 150k entries. We start the

individual runs always with full caches to force extensive entry replacement to assess its

influence on the CPU load. Figure 6.12 shows that the CPU load of the NFD increases

proportionally with the number of processed Interests. Also larger cache sizes increase the

CPU load, as the replacement of entries becomes more expensive. With 500 issued Interests

the BPI-R1 reaches its capacity limits leading to drastic packet loss if more packets have

to be processed. Although the BPI-R1 maintains a dual-core CPU, the NFD [38] is not

capable of using more than one core limiting the Pi’s capabilities. One can translate this

result in a possible data rate a BPI-R1 may handle using the NFD on a single CPU core.

Assuming a Data packet size of 8 kiB (maximum currently supported by the NFD), a

Pi may handle at most a data rate of 500 · 8 · 8192 = 32768 kbps. If researchers require

more than 500 forwarded Interest/Data pairs per second and/or a higher data rate for their

experiments, there are two options: i) Use more powerful devices. We expect that there will

be a successor for BPI-R1 available shortly, with similar hardware as the recently released

BPI-M3 (octa-core CPU with 8x1.8GHz). ii) Update the NFD code base to make use of

multiple CPU cores.
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Please note that for all our experiments in this chapter the digital signing of packets as

foreseen by [15] is disabled. Using public-key cryptography [20] for real-time packet signing

without dedicated cryptographic hardware is not feasible even with powerful desktop CPUs.

6.4 DAS-based Multimedia Streaming Using the Testbed

This section presents an evaluation using Dynamic Adaptive Streaming (DAS)-based mul-

timedia streaming on the testbed. For that end we have implemented a DAS consumer

and server application based on NDN technology. The applications are available at http:

//icn.itec.aau.at and are licensed under the MIT license. The consumer applica-

tion has been implemented following the same principles as the applications used for the

performance evaluation of DAS-based streaming in NDN presented in Section 3.2.3. The

consumer supports two client-based adaptation strategies, which are equivalent to the rate-

and buffer-based approaches presented in Subsection 3.2.1.b. First, Subsection 6.4.1 dis-

cusses the evaluation scenario, which is quite different to the scenario investigated in Sub-

section 3.2.3. Again this is due to the limited number of single board computers at hand.

Subsection 6.4.2 presents and discusses the results obtained from the experiment.

6.4.1 Evaluation Scenario

For this scenario we model a peer-to-peer like DAS streaming scenario. The number of

employed nodes is n = 20. We use the Erdős Rényi model [151] to generate a random

topology for each emulation run. The edge probability for the Erdős Rényi model was

set to p = 0.15. In total 25 runs per setting are performed. For each run 12 nodes where

selected as consumers and 4 nodes as content provider. The remaining nodes do not actively

participate in the streaming scenario, however, forward traffic like ordinary routers. The link

capacities for each edge are drawn from a uniform distribution Uc(3000kbps, 4000kbps). The

link delays for each hop are drawn from Ud(1ms, 5ms) (this does not include the processing

delay of packets by the device). Clients consume SVC-based content taken from [104],

which has already been used and discussed in Subsection 3.2.3. Therefore, we omit a detailed

discussion about the dataset here. We assume a uniform content popularity for this scenario.

The experiment investigates the DAS-based multimedia-streaming performance using NDN-

based communication on physical devices considering different Interest forwarding strategies

(Broadcast [38], BestRoute [38], NCC [38], RFA [95], SAF [108]) and their interplay with the
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two client-side rate- and buffer-based adaptation algorithms presented in Subsection 3.2.1.b.

6.4.2 Results

Figure 6.13 shows the result for the multimedia streaming scenario conducted on the testbed.

Again SAF is able to outperform all other forwarding strategies in terms of average video

bitrate (cf. Figure 6.13a). This result is consistent with Section 3.2.3. However, the

results in Section 3.2.3 showed that the average video bitrate is slightly higher if a buffer-

based adaptation strategy is employed on the client, which can not be observed in the

testbed results. Here, we can not observe a significant difference between both adaptation

strategies concerning the average video bitrate for this scenario. We assume that this is due

to employed processing delay of the individual nodes in conjunction of the employed SVC-

encoded dataset. The individual segments (layers) are very small and as both client-based

adaptation strategies request them in a strictly consecutive manner, this impedes content

distribution efficiency.

Regarding the cache hit ratio, the results are similar as in the previous Section 6.3.

Again Broadcast and NCC are able to outperform the other algorithms, and especially

RFA performs badly. However, as already mentioned in the previous section, the cache hit

ratio has to be considered in conjunction with the satisfied Interests or as in this case with

the average video bitrate. A lower video bitrate suggests that many clients retrieve the base

layer only. Therefore, cache hits are more likely because less content traverses the network.

Figure 6.13c shows the number of representation switches per client. This result is

again consistent with the observations in Section 3.2.3. Using a rate-based adaptation

logic, clients are not able to predict the correct download bit-rate due to network-inherent

caching, multi-path transmission and varying segment sizes (cf. Figure 5.2). This leads to

extremely large number of representation switches impairing user satisfaction. Considering

a user satisfaction model, e.g., the one presented in Section 5.3.2.b, makes this fact obvious.

A buffer-based adaptation logic instead guarantees a stable playback with significantly fewer

representation switches having a positive effect on the user satisfaction.

The employed client-based adaptation strategy has no significant influence on the power

consumption of the devices nor on the CPU load. However, the forwarding strategies do,

as discussed in Subsection 6.3.2. Again SAF and BestRoute are able to obtain the lowest

amount of resource consumption. Using Broadcast and NCC the devices require more than

0.1 watt more energy on average for this scenario.
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Figure 6.13: Evaluation results obtained from the testbed for the multimedia streaming
scenario. 95% confidence intervals for the observed parameters are shown.
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6.5 Conclusion and Outlook for the Testbed

This chapter presented a framework that enables researchers to readily deploy an NDN

testbed on low-budget single-board computers, so-called Banana Pis. All required tools/ap-

plications were introduced and an open source contribution provides disk images, scripts

and guidelines enabling researchers to set up their own testbed. The necessary materials

are provided for download at http:/icn.itec.aau.at. We presented two evaluations

that showed the potential benefit of the testbed that allows conducting experiments on

physical devices. The conducted evaluations confirm our results obtained by network sim-

ulations presented in Chapters 3 and 4. Especially, the good performance of SAF in both

scenarios (classical content distribution and on-demand multimedia streaming) could be ap-

proved. However, a direct comparison of network emulations and simulations showed that

the abstraction introduced by simulations hides important details (overheads, resource us-

age, etc.). This is an important point that should be considered pursuing a real deployment

of ICN/NDN technology.

For the future we expect that the testbed will help ICN/NDN researchers assess the

performance of their proposals in more detail. Conducting experiments on physical net-

works and devices will provide researchers with deeper insights into their algorithms, reveal

further challenges and potentially support the progress in the research area of data-oriented

communication. The testbed can be perfectly used for experiments investigating the hot

research topics in NDN. For example, new proposals for caching, forwarding, routing and

naming can be investigated considering aspects like power consumption, memory consump-

tion and CPU load under realistic conditions. Particularly, the investigation of the testbed

limitations showed that the current NDN-based implementation is not very efficient. To

achieve high data rates the software implementation needs improvement or hardware-based

implementations will be necessary. This is of particular importance, especially, when consid-

ering that the Banana Pi Router maintains hardware components with similar performance

as today’s home routers.
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CHAPTER

7 Findings, Conclusions and

Future Work

”Time is what keeps everything from

happening at once.”

— Ray Cummings, 1887∗ - 1957†

In this thesis we discussed the potential benefits of Information-Centric Networking

(ICN) and showed how this concept can be improved to support effective multimedia dis-

semination in future networks. Initially, we recapitulated the proposed mechanisms that

are promoted as foundation for efficient content delivery. Related work fosters high ex-

pectations in both industry and academic research. In contrast, this thesis challenges the

expectations with the objective to reveal performance gaps and weak spots. Furthermore,

we analyse the identified issues and provide solutions to open ICN-related challenges. In

the following we summarize the major contributions and findings of this work.

Taking Named Data Networking (NDN) as an ICN representative, we investigated the

theoretical and practical content delivery performance of this technology. The results indi-

cate significant performance gaps: Based on the use case of pull-based Dynamic Adaptive

Streaming (DAS), we conducted a detailed performance investigation concerning multime-

dia content delivery in NDN. We developed an analytical model to assess the theoretical

streaming performance of DAS-consumers in an NDN-based network, considering multi-

path transport and network-inherent caching. The comparison of the obtained results

concerning the analytical model and the practically achievable performance showed that

there is a significant gap. Furthermore, we observed that classical client-based adaptation

approaches using rate-based measurements are not suitable for DAS-based streaming in

NDN. However, we also observed that buffer-based approaches are. This is due to the fact

that client applications are not able to correctly estimate the available resources due to

multi-path transport and in-network caching, leading to highly fluctuating observations.

Nevertheless, considering all results, we can conclude that ICN technology performs signif-

icantly better than today’s IP-based networks concerning content delivery efficiency. How-

ever, the theoretical analysis suggests that the ICN/NDN concept provides more potential

than can be realized by today’s technology and implementations.
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We identify shortcomings and weaknesses in NDN, in particular concerning existing

Interest forwarding strategies, and provide a novel probability-based solution: Another con-

tribution of this thesis is the identification of open problems that cause the previously

mentioned performance gap. This thesis focuses on the area of forwarding in NDN, al-

though, there is also potential for improving ICN-related areas such as routing and cach-

ing. We identified that existing forwarding strategies are not capable of utilizing the full

range of opportunities that are provided by NDN’s architecture. NDN’s stateful forward-

ing plane sustains more potential. In particular, this includes the expectations on effective

multi-path forwarding, autonomous error recovery (e.g., from link failures), and content

and context-aware data transmission. Most of the existing strategies are content-agnostic

and are focused on narrow objectives unable to benefit from NDN’s flexible forwarding

plane. Therefore, we designed and implemented a novel probabilistic forwarding strategy

named Stochastic Adaptive Forwarding (SAF) for NDN. This strategy is capable of pro-

viding multi-path transport and is able to locate nearby cached content replicas unknown

to the routing plane. Moreover, SAF is able to deal with invalid and incomplete routing

information, which allows independent and fast recovery from link failures. Furthermore,

this strategy can be fed with context information supplied by the network operator. We

showed that this strategy is able to outperform existing forwarding strategies in multimedia

streaming and in classical data distribution scenarios in Internet-like topologies as well as

in unstructured peer-to-peer like network overlays.

We consider context information within NDN’s forwarding plane enhancing content dis-

tribution with respect to specific consumer/application demands: A further contribution of

this thesis is the consideration of context information in the forwarding plane. We showed

that this idea provides significant opportunities to enhance the decisions that are made in

the forwarding plane. Therefore, we adopt SAF’s design for considering additional con-

text information (e.g., application requirements) in the forwarding plane. We investigated

a scenario that employs applications with different demands (VoIP, video streaming, data

transfer) and developed a model that allowed us to feed the requirements into SAF’s adap-

tation engine by ordering the importance of contents/applications. We conducted network

experiments and measured the relevant Quality of Service (QoS) parameters for the individ-

ual applications. The measurements were used as input for existing user satisfaction models.

With respect to the employed Quality of Experience (QoE) metrics, our results suggest that

context awareness in the forwarding plane enhances consumer satisfaction significantly.
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We provide a framework for a low-cost NDN-based testbed enabling researchers to con-

duct experiments on physical hardware. Further, we show that investigations on physical

hardware reveals further challenges: The final contribution of this thesis is the provision of

an NDN-based testbed. We have noticed that ICN/NDN-based research is mainly evalu-

ated by network simulations and analytical methods. While both approaches are valid and

necessary, experiments on physical hardware are important since investigations in purely

synthetic environments may hide important challenges and shortcomings. Therefore, we

designed and implemented a testbed framework that allows researchers to readily deploy

an NDN-based network to conduct network emulations. The testbed allows researchers to

investigate their proposed algorithms under realistic conditions, also providing opportuni-

ties to measure parameters that are not observable in simulations, e.g., power consumption.

The testbed is based on low-cost single-board computers, so-called Banana Pi Routers. We

conducted experiments on the testbed assessing its capabilities and constraints. We showed

that the testbed hardware is powerful enough to conduct significant performance investi-

gations concerning most research areas in the domain of ICN. We have used the deployed

testbed at our institute and investigated the performance of SAF and its competitors on

the testbed concerning classical data delivery and multimedia streaming. Furthermore, we

have compared the emulation results to those obtained from network simulations. We could

show that although network simulations hide some important details, the general observa-

tions are definitely reasonable and their overall trend matches with the results obtained by

network emulations.

Considering all results and findings obtained in this thesis, we predict a bright future for

ICN technology. The conducted experiments and investigations emphasize the significant

advantages of content-oriented networking over today’s Internet infrastructure, particularly

for content distribution at a large scale. Nevertheless, this technology definitely has a long

way to go before a global deployment can be considered. The transition may take years,

starting with small steps, such as using ICN technology for content distribution via overlay

networks. However, in the end, the benefits may trigger a global change as it happened

with the transition from circuit to packet switching networks.

Future Work

As briefly indicated in the individual chapters of this thesis, a vast amount of future work

remains before ICN/NDN can provide humanity with effective multimedia distribution. In
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the following we outline important challenges and questions for further research in this area.

Concerning content distribution the introduction of a distinguished strategy layer as foreseen

in NDN holds enormous potential. Research that aims at increasing content distribution

efficiency in future networks should focus on this concept. While topics of interest definitely

include areas such as in-network caching and routing, this thesis contributed to the yet

widely unexplored area of adaptive multi-path forwarding. In this area we see tremendous

potential in increasing data transmission efficiency. One interesting challenge is the search

for nearby content replicas independent from the routing plane. Here, existing work either

relies on oracles [107], or uses simple (e.g., broadcast-like) mechanisms flooding the network

with requests. Although, our approach SAF uses only traffic that would be dropped anyway

for searching replicas, it uniformly probes on all available faces to search for new paths

to content replicas. We suggest that future work should investigate more sophisticated

mechanisms. For instance, as inspired by [135], an entropy-based approach may be one

opportunity to further enhance this field.

The concept of the strategy layer is based on the availability of content and context

information in the network. This may include various information (e.g., content charac-

teristics, QoS requirements, content popularity) that has to be gathered, represented and

delivered to the individual nodes. Most context and/or context-aware approaches in the

strategy layer exploit ICN’s principle of naming individual content items and insert the nec-

essary content as part of the employed name. While this is a simple approach, a dedicated

and specified mechanism of carrying and representing this information is necessary. We

suggest that future work should investigate this topic in detail. In particular, researchers

should explore new avenues utilizing context information in the network guiding content

distribution in future communication infrastructures.

Another yet unsolved challenge comes apparent when investigating real-time commu-

nication, e.g., VoIP. Many ICN approaches such as NDN and CCN are strictly based on

a pull-based communication model providing yet no opportunities to simply push content

to consumers. This leads to two problems. First, content distribution efficiency may be

reduced as every single data chunk has to be requested by the consumer introducing un-

necessary overhead. Second, delay sensitive applications may suffer from an unnecessary

doubling of the delivery delay. Current solutions include ideas such as persistent (a.k.a.

long-term) Interests [56, 152] and the requesting of yet not existing content [140]. The

Interests proposed by [140] stay alive at the providers and are satisfied at the moment the
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data has been generated. However, the idea of persistent Interests impedes the principal

idea of adaptive multi-path forwarding, while the pre-requesting of content is not always

possible (e.g., unknown data generation rate). We suggest that a solution to this challenge

should enhance real-time communication such as video conferencing in ICN significantly.

Furthermore, at this point we want to draw the reader’s attention to the yet slightly ne-

glected area of online gaming (i.e., massively multiplayer online games) concerning ICN

research.

Probably, the most difficult challenge is the deployment of ICN technology in existing

network infrastructures. This is not possible without significant support and investment

from big players in the telecommunication industry. While the NDN community does

its best to provide first steps including the Networking Forwarding Daemon (NFD) [38]

enabling NDN-based communication on physical hardware, the implementation lacks of

performance and efficiency to support communication at regular line speed. Therefore, it is

rather suitable for research than for real deployment scenarios at a large scale. Future work

should supply evidence that ICN technology is ready to be adopted by industry such that

sufficiently financial support is dedicated to hardware-based implementations. Furthermore,

more effort should be invested in standardization of ICN technology so that industry and

academia may join their forces more easily.
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ARPANET Advanced Research Projects Agency Network

AS Autonomous System

AVC Advanced Video Coding

BGP Border Gateway Protocol

BPI-R1 Banana Pi Router

CCE Cache Everything Everywhere

CCN Content-Centric Networking

CDN Content Delivery Network

CI Confidence Interval

CPU Central Processing Unit

CS Content Store

DAS Dynamic Adaptive Streaming

DASH Dynamic Adaptive Streaming over HTTP

EN Emulation Network

FI Future Internet

FIB Forwarding Information Base

FIFO First in – First Out

FTP File Transfer Protocol

FWT Forwarding Table

GPL General Public License

HTB Hierarchical Token Bucket
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List of Abbreviations

HTTP Hypertext Transfer Protocol

ICN Information-Centric Networking

ILP Integer Linear Program

iNRR ideal Nearest Replica Routing

IP Internet Protocol

ISP Internet Service Provider

JSON JavaScript Object Notation

LAN Local Area Network

LP Linear Program

LRU Least Recently Used

MCFP Multi-Commodity Flow Problem

MN Management Network

MOS Mean Opinion Score

MPD Media Presentation Description

MPTCP Multipath Transmission Control Protocol

NACK Negative Acknowledge

NCC Interest Forwarding Strategy for PARC’s Implementation of CCNx

NFD Networking Forwarding Daemon

NFS Network File System

NONCE Unique Number / Random Bit Pattern

OMP-IF On-demand Multi-Path Interest Forwarding

PC Personal Computer

PIT Pending Interest Table

PLC Packet Loss Concealment
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QoE Quality of Experience

QoS Quality of Service

RAM Random-Access Memory

RFA Request Forwarding Algorithm

RIB Routing Information Base

RTCP Real-Time Control Protocol

RTP Real-Time Transport Protocol

RTT Round Trip Time

SAF Stochastic Adaptive Forwarding

SAF-CAA Stochastic Adaptive Forwarding – Context-Aware Adaptation

SATA Serial AT Attachment

SLA Service Level Agreement

SNR Signal-to-Noise Ratio

SSD Solid-State-Drive

SVC Scalable Video Coding

TBF Token Bucket Filter

TCP Transmission Control Protocol

TLC Type-Length-Value

UDP User Datagram Protocol

URL Uniform Resource Locator

USB Universal Serial Bus

VoIP Voice over IP

WLAN Wireless Local Area Network

WWW World Wide Web

XML Extensible Markup Language
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