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Abstract

Medical case retrieval (MCR) is information retrieval in a collection of medical case de-
scriptions, where descriptions of patients’ symptoms are used as queries. We apply known
text retrieval techniques based on query and document expansion to this problem, and
combine them with new algorithms to match queries and documents with Medical Subject
Headings (MeSH). We ran comprehensive experiments to evaluate 546 method combina-
tions on the ImageCLEF 2013 MCR dataset. Methods combining MeSH query expansion
with pseudo-relevance feedback performed best, delivering retrieval performance compa-
rable to or slightly better than the best MCR run submitted to ImageCLEF 2013.

Keywords: medical information retrieval, query expansion, Medical Subject Headings
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1 Introduction

Medical case retrieval (MCR) is the problem of finding descriptions of diseases or patients’
health records (document corpus) that are relevant for a given description of patient’s
symptoms (query), as decided by medical experts. MCR is a major building block of
clinical decision support systems [39] employing the paradigm of case-based reasoning
[1, 10], where the ”most similar” medical cases need to be retrieved for a given symptom
description before diagnosis and treatment can be proposed by the system. Moreover,
MCR is also a relevant problem in medical education and research, because it allows to
select interesting cases for students and to generate datasets for studies meeting case-based
criteria.

Case and symptom descriptions are multimedia documents, typically consisting of
structured text and medical images. Designing an automatic MCR system applicable to
general medical datasets (as opposed to datasets in narrow medical domains, see [10]) still
presents an open research problem. The ImageCLEF evaluation campaign1 [55] issued a
yearly MCR challenge between 20092 and 2013, leading to a general biomedical dataset of
about 75,000 documents (“case descriptions”) and 35 queries (symptom descriptions) in
2013. The moderate performance of even the best MCR runs submitted to ImageCLEF
2013 (about 24% MAP) emphasizes the need for further research regarding MCR tech-
niques. Interestingly, the best MCR runs submitted to ImageCLEF 2013 employed text
retrieval techniques only, any approach combining text retrieval with content-based image
retrieval reduced retrieval performance dramatically [28].

This work therefore focuses on textual MCR methods capable of delivering the same
(or better) retrieval performance as the best systems of ImageCLEF 2013 participants.
A well-known methodology to improve plain text retrieval on general datasets is query
expansion [17], where relevant terms generated from some data source are added to the
original query, prior to sending the expanded query to the retrieval system. A closely
related technique is document expansion, where additional relevant terms are added to
documents at indexing time. Due to the wealth of query expansion methods proposed in
the information retrieval literature (and the lack of available implementations), it is not
feasible to systematically evaluate even only the key methods on the MCR dataset. On
the other hand, it would be interesting to utilize data sources for query expansion that
are specific to the medical domain.

We therefore chose to apply a well-known pseudo-relevance feedback technique inspired
by Rocchio’s method [66] for query expansion, and combine it with several novel algo-
rithms to associate queries or documents with Medical Subject Headings (MeSH)3. MeSH
is a thesaurus of biomedical terms used to index PubMed4 publications, a large collection
of biomedical publications that the ImageCLEF 2013 MCR dataset has been sampled

1http://www.imageclef.org/
2ImageCLEF medical retrieval tasks were issued yearly starting in 2004, but the tasks before 2009

were rather image retrieval tasks than case retrieval tasks. The distinction is blurred, however.
3http://www.nlm.nih.gov/mesh/
4http://www.ncbi.nlm.nih.gov/pubmed
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from. We consider several variants of these query and document expansion methods and
systematically evaluate more than 500 method combinations on the ImageCLEF 2013
MCR dataset. Experimental results reveal that a combination of MeSH query expansion
with pseudo-relevance feedback is able to deliver state-of-the-art retrieval performance on
this dataset, but additional use of document expansion has no further benefit.

The contributions of this work are (1) novel efficient algorithms to associate queries or
documents with MeSH terms, that do not rely on natural language processing or machine
learning; and (2) a comprehensive evaluation of query and document expansion methods
based on MeSH terms and pseudo-relevance feedback that achieve state-of-the-art retrieval
performance on a recent MCR dataset.

The paper is organized as follows: Section 2 reviews relevant information retrieval
techniques from the literature, emphasizing query expansion methods. Query and docu-
ment expansion methods evaluated in our experiments are described in detail in Section 3,
which includes our novel MeSH term matching algorithms (Section 3.2) and MeSH syn-
onym handling methods (Section 3.3.1). All query expansion methods depend on a num-
ber of free parameters that need to be optimized on a validation set prior to testing. The
adopted parameter optimization algorithm is described in Section 4. Experimental results
are presented in Section 5 together with a description of the dataset and cross-validation
technique used for experiments (Section 5.1). Section 6 concludes the paper.

2 Information Retrieval Techniques

Classical information retrieval has been dealing with text retrieval for several decades,
and a number of traditional techniques has proven to provide robust and efficient tools to
perform text retrieval on general datasets. We chose some of these known methods for our
approach to textual MCR for two reasons: (1) to the best of our knowledge, there is no
recent technique for text retrieval on general medical datasets that performs substantially
better than traditional text retrieval methods; and (2) evaluation and comparison with
other approaches becomes more meaningful if they are based on well-known “standard”
techniques. This section reviews relevant techniques from the information retrieval liter-
ature to establish the state of the art this work is based on. Special attention is paid to
query expansion methods.

2.1 Information Retrieval Models

As described in many textbooks on information retrieval (e.g. [61, 49, 7]), two stan-
dard models of text retrieval are the vector space model [70] and the probabilistic model
[65], combined with TF-IDF [77, 62, 83] or BM25 [63] term weighting. These methods
are able to deliver state-of-the-art text retrieval performance, and mature open-source
implementations are available, most notably Lucene5 and Indri6 [51].

5http://lucene.apache.org/
6http://www.lemurproject.org/indri/
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There are several alternative information retrieval models that can be classified into
set-theoretic, algebraic, and probabilistic models [7]. Two prominent alternative prob-
abilistic models are language models [67, 44] and divergence from randomness [5]. The
latter has been found to be the most effective model on a biomedical dataset [2]. How-
ever, due to the lack of available implementations we did not consider these models for
experimental evaluation.

Our experiments presented in section 5 use Lucene version 3.6.2 with its default im-
plementation of the vector space model7. Lucene defines a variant of TF-IDF weighting
w(t, d) of term t in document d as:

w(t, d) =
√

TF(t, d) ·
(

1 + log
N

DF(t) + 1

)
(1)

where TF(t, d) denotes the number of occurrences of term t in document d (term fre-
quency), N is the number of documents in the dataset, and DF(t) is the number of
documents in the dataset that contain term t (document frequency).

2.2 Query Expansion

A fundamental limitation of retrieval performance of textual information systems is the
mismatch of words used to express the same concepts in the query and in the document
collection, known as the vocabulary problem in information retrieval. One methodology to
address this problem, called query expansion (QE), is to automatically expand the user’s
query with words related to the user’s information need (i.e. the query topic) before
sending the query to the retrieval system. From the variety of QE techniques proposed
during the last four decades, we try to summarize the key methods and principles, as
described and classified in a recent survey by Carpineto and Romano [17].

Alternative methodologies to overcome the vocabulary problem are interactive query
refinement (e.g. [7]), relevance feedback [68], word sense disambiguation [56], and search
results clustering [16]. The first two alternatives cannot be applied to the MCR task
covered by this work, as they require interactive user input. Word sense disambiguation
techniques do not seem to provide any advantages over QE with respect to effectiveness
and efficiency of information retrieval [3, 17], so they have not been investigated in this
work. Search results clustering has typically been employed for browsing through web
search results and does not seem to be beneficial for the automatic MCR task and rather
small dataset considered here.

2.2.1 Query Expansion Process

Query expansion works by leveraging external or in-collection data sources to generate
and select expansion features used to reformulate the original query. A general process

7See Java class org.apache.lucene.search.Similarity in API documentation at
https://lucene.apache.org/core/3_6_2/api/core/
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Figure 1: Stages of query expansion process, taken from [17].

pipeline common to all QE techniques proposed so far consists of four stages (Figure 1):
(1) preprocessing of data sources, often performed at indexing time; (2) generation and
ranking of candidate expansion features; (3) selection of expansion features; and (4) query
reformulation.

To illustrate the process pipeline and to describe a QE method used in our experiments,
consider the following simple pseudo-relevance feedback approach inspired by Rocchio’s
relevance feedback method [66, 17]. An inverted index implementing a vector space model
using TF-IDF weights is used initially to retrieve a ranked list of documents matching
the original query. This list of documents acts as data source for QE, and stage (1) of
the process pipeline needs to ensure that the inverted collection index allows to access the
TF-IDF weights of terms. The TF-IDF weights of every term (word) in the n top-ranked
documents are summed up, and terms are sorted by their accumulated weight. Initial
retrieval and sorting terms of top retrieved documents represent stage (2). Finally, the
first k terms of the sorted list (stage (3)) are added to the original query (stage (4)).

From the four process pipeline stages, feature generation and ranking (2) is the most
critical one and gave rise to a large variety of proposals in the literature. We try to
identify the key approaches in Section 2.2.2. The feature generation method determines
the required preprocessing (1), and the ranking method enables or disables certain feature
selection techniques (3).

Feature selection Selecting the first k features is always possible, and there is empirical
evidence that a value of k between 10 and 30 is a good choice for many general datasets,
because retrieval performance decreases only slowly for sub-optimal values of k [17]. When
the feature scores allow for consistent semantic interpretation (e.g. as probabilities),
features with a score greater than a certain threshold can be selected. It is known that,
on average over many queries, a rather large fraction of terms selected by these simple
approaches are harmful to retrieval performance [14]. Several advanced feature selection
methods have been proposed to improve the fraction of relevant expansion terms for a
given query, including the combination of multiple term ranking functions [18], generating
multiple feedback models by resampling documents and varying the query [24], choosing
k as a function of the ambiguity of the (Web) query [20], employing supervised learning
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to discriminate between relevant and irrelevant expansion terms [14], and solving an
optimization problem with respect to uncertainty sets [22].

Query reformulation The simplest method for query reformulation (4) is to add the
selected expansion features to the original query without modifying their weights. The
most common approach, however, is to give different weights to terms of the original query
and to expansion terms, and to incorporate the score of expansion features computed in
stage (2). A general formulation based on Rocchio’s reweighting formula for relevance
feedback [66, 69] is the following.

w′t,q′ = (1− λ) · wt,q + λ · st · wt,Q (2)

Here wt,q and wt,Q are the weights assigned by the underlying retrieval system to term t
within the original query q and within the sequence Q of expansion terms, respectively.
st is the term score computed in stage (2), λ is a parameter (0 ≤ λ ≤ 1) to set the
relative importance of expansion terms with respect to original query terms, and w′t,q′ is
the modified weight of term t in the expanded query q′. If the order of magnitude of
expansion term scores s differs from 1, normalization is needed [82]. Alternatively, the
values st can be computed from an inverse function of term ranks produced in stage (2)
[18, 35].

Although giving expansion terms a fixed lower importance than original query terms
(e.g. λ = 0.3) is common practice, a query-specific value of λ can also be predicted by su-
pervised learning in a pseudo-relevance feedback setting [47]. Alternatively, a parameter-
free query reweighting method has been proposed [4].

When expansion features are generated using a thesaurus or ontology, score values st
may accommodate properties and relationships of nodes in the term network [38], or the
importance factor λ may depend on the type of such properties and relationships [80].

In language modeling approaches of information retrieval [44, 7], query reweighting
arises naturally by smoothing the probability distribution of query terms (query model θq)
with that of query expansion terms (query expansion model θQ), in analogy to smoothing
the document model with the collection model [86]. When applying the Jelinek-Mercer
interpolation [37] to smoothing the query model, the probability distribution of the final
expanded query model is given by

p(t|θ′q) = (1− λ) · p(t|θq) + λ · p(t|θQ), (3)

which is analogous to reweighting formula (2).

A more general approach to query reformulation is to use Boolean [34] or structured
queries [23], or the advanced query formulation features of recent query languages like
Indri8, as proposed in [6] for instance.

8http://www.lemurproject.org/indri/
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2.2.2 Query Expansion Approaches

Following and extending the classification of Carpineto and Romano [17], we give an
overview of known query expansion techniques according to the conceptual paradigms
used to generate expansion features (stage (2) of the query expansion process, Figure 1).
For each class of techniques, we try to identify the key approaches characterizing the main
ideas and results of its class.

We can distinguish five classes of query expansion approaches: (1) those based on lin-
guistic analysis, (2) corpus-specific global techniques, (3) query-specific local techniques,
(4) approaches using external knowledge models, and (5) other innovative techniques that
do not fit into the former classes.

Linguistic Analysis Approaches applying linguistic analysis use morphological, lexi-
cal, syntactic, or semantic word relationships to generate expansion features from query
words. A frequently used technique is stemming [40, 36, 58], which replaces inflected or
derivational forms of a word by its stem, usually at indexing time. Syntactic analysis has
been used to derive relationships between parse trees of query and top-ranked passages,
in order to learn the most relevant relations for the query [78]. Semantic associations of
words are often represented by thesauri or ontologies, which are the subject of class (4).

Corpus-specific global techniques These techniques use information extracted from
the the entire collection of documents during the pre-processing stage to derive associa-
tions between the query and candidate expansion features. Early approaches exploited
term co-occurrence at the document or passage level, but could not consistently improve
retrieval performance [54]. Two successful key strategies are term concepts [59] and term
clustering [27, 72, 8]. Term concepts are vector representations of terms indexed by doc-
ument weights, which can be viewed as a dual representation of the standard document
vector space model. The query is represented as a linear combination of term concepts
and compared to indexed term concepts by cosine similarity. The resulting ranked list of
expansion term candidates is supposed to be more relevant to the whole query than to
individual query terms.

The term clustering approach of Crouch and Yang [27] clusters documents by cosine
similarity and assigns low-frequency terms of clusters to term classes, which are used as
synonym classes for query expansion. Schütze and Pedersen [72] efficiently construct a
thesaurus of terms sharing neighbors in the document corpus (second-order co-occurrence)
by iterative clustering of columns of co-occurrence submatrices, followed by an SVD de-
composition that allows to represent terms by dense 20-dimensional real-valued vectors.
However, the authors do not use the thesaurus directly for query expansion (although this
would be possible), but perform retrieval on document representations derived from term
vectors (context vectors). The advantage of global techniques, namely the generation of
potentially discriminative features for query expansion, is also their main limitation: fea-
tures that co-occur frequently in the document collection may be irrelevant for the given
query.

8



Query-specific local techniques The aforementioned problem is addressed by query-
specific local techniques, which aim at utilizing the local context provided by the query
for expansion. Usually top-ranked documents retrieved in response to the original query
(also called pseudo-relevant documents) are analyzed to generate expansion features. A
simple and well-known method, inspired by Rocchio’s relevance feedback technique [66], is
pseudo-relevance feedback, where collection-based term weights (e.g. TF-IDF weights) are
collected from pseudo-relevant documents and used to rank terms as expansion candidates.
However, the effectiveness of this approach may be limited by the fact that top-ranking
terms may not be relevant for the query, although discriminative for the entire collection.

More advanced local key approaches are analysis of feature distribution difference,
query language modeling and document summarization. The former derive term-ranking
functions from measuring the term distribution difference between the set of pseudo-
relevant documents and the entire collection. Well-known instances of term distribu-
tion difference models are the binary independence model [65], the chi-square distance
[31], Robertson’s selection value [64], and the Kullback-Leibler distance [15]. More term-
ranking functions and an experimental study comparing different methods are reported
by Wong et al. [82].

Query language modeling approaches estimate a term probability distribution (lan-
guage model) for the query and consider the most likely terms for query expansion. The
query language model is typically estimated using pseudo-relevant documents, as is done
by the two main representatives: the mixture model [85] and the relevance model [42].
The former considers the likelihood of pseudo-relevant documents as a mixture of the
query topic model and the collection language model. The query topic model is esti-
mated using the expectation-maximization algorithm [29] as to maximize the likelihood
of pseudo-relevant documents. The relevance model assumes that both the query and
pseudo-relevant documents are samples from the same unknown term probability distri-
bution p(t|θR) (θR is the relevance model). Using the conditional probability of term t
given that the original query words have just been observed, an efficient expression for
estimating p(t|θR) from pseudo-relevant documents can be derived. Metzler and Croft
[52] propose an important generalization of the relevance model that incorporates term
dependencies and proximity-based features by modeling the joint distribution of query
and relevant document by Markov random fields.

Document summarization techniques preprocess pseudo-relevant documents to rep-
resent them by more compact and informative features before applying a term-ranking
function. Local context analysis [84] uses term-concept co-occurrence extracted from pas-
sages (text windows of fixed size) of pseudo-relevant documents, where a concept is a
group of adjacent nouns. Other approaches use text summarization techniques [41] or
intra-document feature clustering and classification [19].

External knowledge models Query expansion techniques using external knowledge
models utilize linguistic or domain-specific information not already available in the docu-
ment collection, but in external knowledge representations like thesauri or ontologies (see
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[71] for a discussion on the distinction between these concepts). Ontology-based query
expansion is analyzed in [57] and reviewed in [11].

A well-known linguistic thesaurus is WordNet9 [53], which has frequently been used
to find synonyms and related words of query words for general collections [80, 48, 33].
The major problem with the use of WordNet is word sense disambiguation [56], which
has been addressed by several advanced approaches [43, 32, 74].

The semantic relationships between concepts defined in knowledge models may be used
to generate query expansion features based on their conceptual distance in the semantic
network. Liu et al. [45] rank key phrases extracted from pseudo-relevant documents
according to their conceptual distance to the query phrase on WordNet. Tudhope et al.
[79] assign traversal costs to the relationships in a domain-specific thesaurus and generate
expansion concepts by traversing the semantic network until a predefined cutoff distance
threshold is reached. Candidate concepts are ranked by their average conceptual distance
to all query terms.

In the medical domain, many ontologies and thesauri have been developed to store
and classify medical knowledge [9, 30]. Some of them are UMLS10 [13], SNOMED, ICD,
RadLex, and MeSH11. Query expansion using the MeSH thesaurus has been applied to
medical case retrieval with varying success. Diaz-Galiano et al. [30] observed a signifi-
cant increase in retrieval performance on the ImageCLEF 2005 and 2006 MCR datasets,
whereas Mata et al. [50] could not using the ImageCLEF 2011 dataset. However, the
latter authors reported a more successful approach in [26].

Other techniques There are some other principled approaches that do not fit into
the classes described above. Collins-Thompson and Callan [23] construct a query-specific
term network whose relations can be generated from various sources (WordNet, stemmer,
external corpus, top retrieved documents) and are assigned transition probabilities. The
term network is modeled as Markov chain, and terms with highest probability according
to the stationary distribution are selected for expansion. Riezler et al. [60] apply super-
vised machine learning to translate the query to semantically related phrases, and extract
expansion terms from them.

3 Improving IR for Biomedical Collections

To improve retrieval effectiveness for collections of biomedical documents, many of the
query or document expansion techniques applicable to general collections may be used (see
Section 2). Additionally, it would be interesting to see how these techniques could benefit
from domain-specific properties of biomedical collections. An obvious approach is to use
a biomedical ontology or thesaurus as external knowledge source for query expansion, and

9http://wordnet.princeton.edu/
10http://www.nlm.nih.gov/research/umls/
11http://www.nlm.nih.gov/mesh/
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combine it with some query-specific local technique that is known to work well with general
collections. The contribution of each query expansion method to retrieval effectiveness as
well as the synergy effect of combining them can then be analyzed experimentally.

We chose to use Medical Subject Headings (MeSH) as biomedical thesaurus, because
MeSH annotations were available with the dataset used for experiments (see Section 5).
Query expansion using MeSH is combined with a simple pseudo-relevance feedback scheme
based on Rocchio’s method [66], using TF-IDF weights for term ranking. The reason for
choosing this simple query-specific local method is primarily its relative low implementa-
tion cost, which enabled us to add more variants and combinations of selected techniques.
Moreover, such a combination of techniques has been rarely studied in the literature [2],
although there are some results using MeSH query expansion alone [46, 30, 50, 26].

Query expansion with MeSH terms relies on the ability to associate relevant MeSH
terms with the query. Although this mapping ability is implemented in the popular search
engine PubMed12 for biomedical publications, called Automatic Term Mapping (see e.g.
[46]), we developed an alternative MeSH term matching algorithm, because Automatic
Term Mapping is not accessible via an API. Moreover, our MeSH term matching algorithm
cannot only be applied to queries but also to documents to allow for automatic MeSH
term annotation used for document expansion.

The following sections describe the methods and their combinations used for experi-
mental evaluation in detail. For better understanding of MeSH term matching, we initially
provide a brief description of the MeSH thesaurus.

3.1 Medical Subject Headings

Medical Subject Headings13 (MeSH) are a controlled vocabulary used to index biomedical
publications. The MeSH thesaurus consists of records representing the nodes of a tree
structure. A record describes a primary MeSH term and, among other information, a
number of synonyms (Figure 2). A parent node in the tree represents a more general
term than its child nodes. The child nodes of the root node (let us call them top-level
nodes) are listed in Table 1. Following the approach of Diaz-Galiano et al. [30], we used
only 3 top-level nodes for query expansion (nodes A, C, and E). The 3 selected subtrees
contain 8,911 primary MeSH terms and 64,201 synonyms.

Every MeSH record is assigned a node identifier given by its MN field. The MeSH
record shown in Figure 2 has the node identifier C13.703.039. The number of dots in the
node identifier is an indication of depth of the node in the MeSH tree. We call it MeSH
term specialty, as deeper nodes refer to more special MeSH terms. Table 2 lists some
primary MeSH terms and their specialty values.

12http://www.ncbi.nlm.nih.gov/pubmed
13http://www.nlm.nih.gov/mesh/
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Figure 2: Example MeSH record [30]. The primary MeSH term is given by the MH field,
the ENTRY fields denote synonyms.

Table 1: Top-level nodes of MeSH tree structure. Only the subtrees represented in bold
face were used for query expansion.

Anatomy [A] Anthropology, Education, Sociology
and Social Phenomena [I]

Organisms [B] Technology, Industry, Agriculture [J]

Diseases [C] Humanities [K]

Chemicals and Drugs [D] Information Science [L]

Analytical, Diagnostic, Therapeutic
Techniques and Equipment [E]

Named Groups [M]

Psychiatry and Psychology [F] Health Care [N]

Phenomena and Processes [G] Publication Characteristics [V]

Disciplines and Occupations [H] Geographicals [Z]
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Table 2: Some primary MeSH terms and their associated specialty values (number of dots
in node identifier).

Primary MeSH Term Node Identifier Specialty

Abortion, Spontaneous C13.703.039 2

Pregnancy Complications C13.703 1

Female Urogenital Diseases and
Pregnancy Complications

C13 0

Kidney Pelvis A05.810.453.537 3

Kidney A05.810.453 2

Urinary Tract A05.810 1

Urogenital System A05 0

3.2 MeSH Term Matching

A naive approach to finding relevant MeSH terms of a given query is to use an existing
information retrieval system to index MeSH terms and execute the query to retrieve a
ranked list of MeSH terms. However, this method is likely to be ineffective, because
retrieval systems have not been designed to index very short documents (i.e. MeSH
terms) and to execute queries that may well be longer than the average document length.
Moreover, such a method would be clearly too inefficient to retrieve relevant MeSH terms
for long documents, as required for document expansion by automatic MeSH annotation.

We therefore developed several MeSH term matching algorithms that enable an effi-
cient generation of a ranked list of MeSH terms supposed to be relevant for a given query
or long document. All algorithms work by accumulating MeSH term scores during a single
pass through the query or document, followed by score normalization and optional MeSH
term specialty boosting. The latter method favors MeSH terms at greater depth in the
MeSH tree (i.e. more special terms) as opposed to more general terms. The algorithms
are listed below. Their components are described in the following sections.

t0 – BinCov binary coverage

t1 – Dist distance-based match frequency

t2 – BinDist combination of BinCov and Dist for matching runs

t3 – IdfBinDist BinDist with score boosting by maximal IDF of MeSH term words

t4 – IdfCovDist combination of Dist with IDF-based run coverage

13



3.2.1 Basic Algorithm and Data Structures

For the purpose of MeSH term matching, the notion of a MeSH term always refers to
a single synonym of a MeSH record (see Section 3.1), that is, MeSH term matching is
performed on lexical entities, not on semantic concepts.

All algorithms use an inverted index of MeSH term words. Every word of the MeSH
thesaurus (or the used part of it) is linked to a list of MeSH terms containing that word.
When building the index, words are lower-case-filtered, and punctuation characters are
removed. Stop words are not removed, because they may be significant for a MeSH term
(as in Vitamine A). Since MeSH often contains plural forms of MeSH terms as synonyms,
and to favor exact matches, word stemming is not applied.

When processing a query or document, the same preprocessing is applied as for build-
ing the inverted index, and for each word of the query or document all MeSH terms
containing that word are visited. Visited MeSH terms maintain local statistics depending
on the algorithm in use. When query or document processing has finished, all visited
MeSH terms are updated to produce final scores by performing score normalization and
specialty boosting. Finally, visited MeSH terms are sorted by score, and the list of match-
ing MeSH terms is obtained by thresholding. In fact, the implementation uses a priority
queue to assemble the final sorted list of MeSH terms to avoid sorting all visited MeSH
terms.

MeSH term matching algorithms differ only in the way they accumulate statistics and
compute the final score of visited MeSH terms. The different scoring functions are de-
scribed in the following sections. To simplify description, we refer to MeSH term matching
of documents only, but the algorithms apply to matching queries as well.

3.2.2 Coverage

We define the ratio of words of MeSH term t occurring in a document d as the coverage
Cov(t, d) of this MeSH term in the document. Word order and number of occurrences
of the same word are ignored. For example, given the document “Abdominal CT scan
revealed a large left renal mass with extension into the left renal pelvis and ureter.”, the
coverage of MeSH term Pelvis, Renal is 1.0 and that of MeSH term Pelvis Cancers is
0.5.

Obviously, this scoring function makes sense only for queries or very short documents,
as longer documents will raise the scores of many irrelevant MeSH terms to 1.0, because
their constituent words are spread over the entire document.

An even simpler scoring function that is only used in combination with other functions
described below is the binary coverage BinCov(t, d). It is defined as 1 when all words of
MeSH term t occur in document d, and 0 otherwise.

14



3.2.3 Distance-based Match Frequency

To make MeSH term matching sensitive to word order and to the proximity of MeSH term
words occurring in the document, we define the score as a function of relative positions of
MeSH term words in the document. Let t = t1 t2 . . . tT be the constituent words of MeSH
term t, p1 < p2 < · · · < pN the word positions within document d containing MeSH term
words ti, and r1, r2, . . . , rN the corresponding MeSH term word indexes, i.e. the word at
document position pi is MeSH term word tri . (If the MeSH term t contains the same word
at multiple positions and this word occurs at position pi in the document, then we define
ri as the minimum of those positions in t.) The scoring function Dist(t, d) is then defined
as follows:

s(p, r) =


(p r)−1 if r > 0,

0 if r = 0,

(p (2− r))−1 if r < 0.

(4)

Dist(t, d) =


∑N−1

i=1 s(pi+1 − pi, ri+1 − ri) if N > 1 and T > 1,

0 if N = 1 and T > 1,

N if T = 1.

(5)

Note that s(p, r) is defined for p > 0 only, and s(p, r) > s(p,−r) if r > 0. The
intention behind these formulas is that M exact occurrences of the MeSH term in the
document shall give a score of approximately M (T − 1) if T > 1, but shall allow also for
partial matches and word re-orderings with a penalty. The scoring function can therefore
be viewed as a distance-based soft match frequency of MeSH term words. The score is
not normalized with respect to MeSH term length T in order to favor longer MeSH terms.

For example, when calculating the score of MeSH term Pelvis, Renal for the short
document of the previous section, we have p1 = 8, p2 = 15, p3 = 16 and r1 = 2, r2 =
2, r3 = 1, resulting in the score 0 + 1/3 = 0.333. MeSH term Pelvis Cancers has score 0
for the same document, because pelvis occurs only once and cancers does not occur.

3.2.4 Run Coverage and Match Frequency

The Dist scoring function described in the previous section may give rather high values
for MeSH terms containing some frequently occurring word groups, although the entire
MeSH term is not contained in the document. The most prominent such word group is
of the, which is part of many MeSH terms (e.g. Cancer of the Uterus, Infarct of the

Spleen, Exstrophy of the Bladder). To address this problem, we introduce the notion of
matching runs and restrict the BinCov and Dist scoring functions to those runs.

Using the notation of the previous section, we define a matching run as a maximal
subsequence (pi, pi+1, . . . , pk) of matching positions of a MeSH term in a document, such
that pj+1 − pj ≤ β for all j ∈ [i, k − 1] and a fixed parameter β (e.g. β = 3). In other
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words, matching runs are groups of consecutive matching positions separated from other
such groups by more than β positions. Note that the boundaries between matching runs
can be easily determined during a single pass through the document.

The BinDist scoring function is computed from products of BinCov and Dist func-
tions restricted to matching runs π1, . . . , πR of MeSH term t in document d:

BinDist(t, d) =
R∑
i=1

BinCov(t, πi) Dist(t, πi) (6)

The restriction of binary coverage to matching runs is called run coverage. If run
coverage is 1 for all matching runs, the BinDist score will approximate the Dist score,
because the run distance β will limit inter-run contributions of Dist(t, d) to small values.
The BinDist scoring function effectively ignores all partial occurrences of a MeSH term
in the document, but allows for word permutations and intermixing with other words
within matching runs.

For example, considering the short document d given in Section 3.2.2 and MeSH term
t = Pelvis, Renal, there are two matching runs for β = 3: π1 = (8), π2 = (15, 16).
We have Dist(t, π1) = 0, Dist(t, π2) = 1/3, and BinCov(t, π2) = 1, so BinDist(t, d) =
0.333.

3.2.5 Boosting MeSH Terms by IDF

A major problem with scoring functions based on match frequency is that one-word MeSH
terms occurring several times in a document obtain higher scores than multi-word MeSH
terms occurring only once. However, the long MeSH term may be equally relevant, because
it denotes a medical concept that is rarely mentioned in the document collection. On
the other hand, many one-word MeSH terms occur in a large fraction of documents in
the collection, so their importance of being relevant for a given document should be
decreased. This observation calls for integration of inverse document frequency (IDF)
of MeSH terms into the scoring function, which takes greater values for MeSH terms
occurring less frequently in the document collection.

When defining IDF of MeSH terms, we need to take into account that not all MeSH
terms occur in the document collection at hand, and that counting the document frequency
of MeSH terms may require automatic MeSH term matching, resulting in a recursive
problem. Additionally, the question of how to count synonyms of MeSH terms should be
answered. We worked around these problems by defining the IDF of a MeSH term as the
maximal IDF value of its constituent words. That is, we reduce the global importance of
a MeSH term to its most discriminative word with respect to the collection.

The IDF value of a MeSH term word remains to be defined as it may not occur in the
document collection at all. Additionally, we have to take care of stop words (e.g. of and
the), which are usually not indexed or counted by the retrieval system. Let w denote a
word of a MeSH term, let N be the number of documents in the collection, and nw the
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document frequency of w in the collection (i.e. the number of documents containing w)
if w has been indexed by the retrieval system. We call w a collection stop word if it is
a common English stop word or if it occurs in all N documents of the collection. If w
does not occur in the collection (and hence is not a common English stop word with high
probability), we call it an external term.

IDF(w) =


ε if w is a collection stop word,

(logN)/2 else if w is an external term,

log(N/nw) otherwise.

(7)

We assign some small positive IDF value ε < 1 (we used ε = 0.1 in our experiments) to
collection stop words, for reasons explained in the next section. External terms receive
half of the maximal IDF value possible for collection terms. Note that IDF(w) > 0 in all
cases. The IDF value of MeSH term t = t1 t2 . . . tT is defined as explained earlier and
used to boost the BinDist score:

IDF(t) = max
i

IDF(ti) (8)

IdfBinDist(t, d) = IDF(t) · BinDist(t, d) (9)

3.2.6 IDF-weighted Run Coverage

The binary run coverage used by BinDist and IdfBinDist scoring functions effectively
ignore partial matches of MeSH terms in a document, in the sense that runs missing only
one word of a MeSH term do not contribute to the matching score. However, such runs
can be regarded as relevant for the MeSH term if the missing word has low discriminative
power in the document collection, which is the case for e.g. collection stop words (see
Section 3.2.5).

An alternative approach to improving the BinDist scoring function is by allowing this
kind of partial matches to contribute to the score. This is achieved by replacing the binary
run coverage by an IDF-weighted run coverage IdfCov of matching runs π1, . . . , πR of
MeSH term t = t1 t2 . . . tT in document d:

IdfCov(t, π) =

∑T
i=1 IDF(ti) · BinCov(ti, π)∑T

i=1 IDF(ti)
(10)

IdfCovDist(t, d) =
R∑
i=1

IdfCov(t, πi) · Dist(t, πi) (11)

The binary coverage BinCov(ti, π) is 1 if MeSH term word ti occurs in matching run π,
and 0 otherwise. IDF(ti) has been defined in Equation (7), and the Dist scoring function is
the same as in Section 3.2.4. The definition of IdfCov also explains why IDF(ti) has been
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defined to be positive for all MeSH term words ti: in addition to providing mathematical
validity of the fractional expression, it guarantees a penalty for missing MeSH term words
in matching runs.

3.2.7 Boosting MeSH Term Specialty

It is reasonable to assume that more special MeSH terms are more relevant to a document,
even if they occur less often in the document than more general MeSH terms. We therefore
equipped all MeSH term scoring functions described in the previous sections with an
optional boost factor based on MeSH term specialty as defined in Section 3.1. So for any
scoring function score(t, d) defined above we also consider a variant scores(t, d) boosted
by MeSH term specialty spec(t):

scores(t, d) = αspec(t) · score(t, d) (12)

where α > 1 is a fixed parameter (we used α = 1.3 in our experiments).

3.3 Query Expansion

In order to improve retrieval performance for biomedical document collections, we employ
some simple query expansion techniques utilizing two data sources for feature generation:
(1) the MeSH thesaurus, and (2) pseudo-relevant (i.e. top-retrieved) documents. The
proposed methods fall into the classes external knowledge models and corpus-specific local
techniques described in Section 2.2. The following sections describe the stages of the
query expansion process in detail: feature generation (Sections 3.3.1 and 3.3.2), feature
selection (Section 3.3.3), and expansion term weighting (Section 3.3.4).

3.3.1 MeSH Term Generation from Query

Using one of the MeSH term matching algorithms described in Section 3.2, a ranked list
of MeSH terms (synonyms) supposed to be relevant to a given query can be obtained. As
MeSH term matching ignores the synonym relationship between MeSH terms, we propose
several synonym handling methods to determine the final list of generated features (i.e.
MeSH terms):

x0 – direct Only directly matching synonyms are selected.

x1 – primary replace Each matching synonym is replaced by its corresponding pri-
mary MeSH term.

x2 – all synonyms Each matching synonym is replaced by all synonyms of its corre-
sponding MeSH record.
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x3 – primary filter Directly matching synonyms that are primary MeSH terms are se-
lected. The resulting list is a filtered direct list.

In the final list, duplicate synonyms are suppressed, and each MeSH term receives the
score of the synonym it has replaced in the original list. For example, given the query
“Abdominal CT scan revealed a large left renal mass with extension into the left renal
pelvis and ureter”, suppose that MeSH term matching results in the scored list (Ureter:
1.0; Pelvis, Renal: 0.9). Ureter is a primary MeSH term, whereas Pelvis, Renal is a
synonym of the primary MeSH term Kidney Pelvis. Here are the final lists resulting from
each of the synonym handling methods described above:

x0 (Ureter: 1.0; Pelvis, Renal: 0.9)

x1 (Ureter: 1.0; Kidney Pelvis: 0.9)

x2 (Ureter: 1.0; Ureters: 1.0; Kidney Pelvis: 0.9; Pelvis, Kidney: 0.9; Pelvis, Renal:
0.9)

x3 (Ureter: 1.0)

3.3.2 Pseudo-relevance Feedback

The second data source we used for query expansion were top-retrieved documents. The
original or MeSH-expanded query is executed by the retrieval system, and the first m
documents (called pseudo-relevant documents) of the ranked result list are processed to
generate another set of expansion features. These are added to the first query to execute
the final retrieval run.

For our experiments, we used two types of expansion features generated from pseudo-
relevant documents: words ranked by their TF-IDF weight in the collection, and anno-
tated MeSH terms. In addition to single words, we also considered word n-grams (phrases
of length n) ranked by TF-IDF weight. MeSH annotations are either available by man-
ual assignment (if available with the dataset) or by automatic MeSH term matching. In
fact, we evaluated the following expansion features generated from m pseudo-relevant
documents:

rf the first k words (unigrams) ranked by TF-IDF.

rf2 the first k words (unigrams), and the first k2 bigrams (word 2-grams), both ranked
independently by TF-IDF.

rfm all manually annotated MeSH terms.

rfm2 the union of rf and rfm features.

rfam the first k automatically annotated MeSH terms, ranked by one of the scoring
functions described in Section 3.2.
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For expansion term weighting, we want all generated features to be associated with a
score value. All features mentioned above are already equipped with a score, except for
manually annotated MeSH terms. These have been marked by human annotators as major
or minor, expressing whether the MeSH term represents a major topic of the document
or not. We used this binary flag to assign different scores to manually annotated MeSH
terms: major terms get score 1, minor terms receive a configurable lower fixed score smin.
We used smin = 0.3 in our experiments.

3.3.3 Feature Selection

The final expansion features are selected from the ranked lists generated as described in
the previous sections by simple thresholds: (1) minimal MeSH term matching score (Sec-
tion 3.3.1), and (2) number of top-ranked features (parameters k and k2 in Section 3.3.2).
For selecting manually annotated MeSH terms from pseudo-relevant documents (method
rfm), we also considered reducing the set of MeSH terms to those marked as major topic
by human annotators, but that resulted in too few or even zero selected terms, because
many documents of the dataset have no major topic assigned.

3.3.4 Expansion Term Weighting

The final stage of query expansion is query reformulation (see Section 2.2.1). As we
simply add the selected expansion features to the original query, the reformulation problem
reduces to choosing expansion term weights. Because all generated features are associated
with a score value, we used a variant of Rocchio’s reweighting formula (see Equation (2))
to weight expansion terms relative to original query terms:

w′t,q′ = wt,q + µ · st
smax

· wt,Q (13)

where µ is a parameter controlling the relative importance of expansion terms with respect
to original query terms, and smax is the maximum of expansion term scores (assumed to
be positive). As in Equation (2), wt,q and wt,Q are the weights assigned by the underlying
retrieval system to term t within the original query q and within the sequence Q of
expansion terms, respectively. The normalization by smax allows for unified handling of
scoring functions with different scales.

Since some of the pseudo-relevance feedback methods described in Section 3.3.2 com-
bine expansion features generated by two different scoring functions s′ and s′′ — namely
the rf2 and rfm2 methods —, we normalized their scores before applying Equation (13)
by using a parameter κ to control the relative importance of the two scoring functions:

st =

{
s′t / s

′
max if t was generated by s′,

κ · s′′t / s′′max if t was generated by s′′.
(14)
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Table 3: Score thresholds used to select MeSH terms for automatic document annotation.
MeSH term matching algorithms are described in Section 3.2.

Document expansion MeSH term matching Score threshold
plus1 t1 – Dist 0.05
plus2 t2 – BinDist 0.001
plus3 t3 – IdfBinDist 0.002
plus4 t4 – IdfCovDist 0.004

3.4 Document Expansion

Another opportunity to address the vocabulary problem is to add terms to documents
describing the topic of a document at indexing time. This may improve retrieval effec-
tiveness if the added terms do not already occur in the original document, or occur only
infrequently — provided that those terms occur in the query. This method is known as
document expansion.

For biomedical datasets external knowledge models containing medical terms are a
promising source of features for document expansion, because those terms are likely to
occur in queries expressed by users. In our experiments, we expanded biomedical pub-
lications by MeSH terms supposed to capture the topic of the publication, adding these
terms to the indexed fulltext field. In analogy to query expansion, the expansion features
were identified by several methods:

• plus all manually annotated MeSH terms (whether marked as major topic or not)
provided with the dataset were used for document expansion.

• plusN automatically annotated MeSH terms generated by algorithm tN described
in Section 3.2 were used for document expansion (1 ≤ N ≤ 4). The score thresholds
for MeSH term selection were determined manually by inspecting a few documents
of the dataset. They are shown in Table 3. MeSH term matching algorithm t0
(binary coverage) was excluded as it does not make sense for long documents.

4 Parameter Optimization

The query expansion methods described in Section 3.3 introduce a number of free pa-
rameters that need to be chosen carefully to optimize retrieval performance on a given
dataset. As there are many combinations of methods to be evaluated and optimal pa-
rameter settings are sensitive to the particular method combination in use, an automatic
parameter optimization algorithm was applied. Moreover, the use of automatic parame-
ter optimization facilitates evaluation in a cross-validation setting, where only part of the
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Table 4: Parameters to be optimized for query expansion methods described in Section 3.3.
Not all parameters are relevant for every expansion method.

Parameter Type Range Description
smin real 0.2 – 2.0 minimal matching score for MeSH term selection
µM real 0.1 – 1.0 weighting factor of MeSH expansion terms relative

to original query terms
m integer 1 – 20 number of pseudo-relevant documents
k integer 1 – 150 number of expansion terms to use for pseudo-

relevance feedback
k2 integer 1 – 50 number of bigrams to use for expansion for rf2

method
µF real 0.1 – 2.0 weighting factor of feedback terms relative to orig-

inal query terms
κ real 0.1 – 2.0 relative importance of the two scoring functions for

rf2 and rfm2 methods

Table 5: Statistics about applying SPSA to parameter optimization during 5-fold cross-
validation of 546 retrieval configurations (see Section 5). The total number of optimization
runs is 5 ∗ 546 = 2730.

Number of optimization runs 2730 100%
Number of improved runs 2424 89%
Number of converged runs 635 23%
Number of runs yielding optimum in last iteration 270 10%
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1 For k = 1:n

2 ak = a/(k+A)^alpha;

3 ck = c/k^gamma;

4 delta = 2*round(rand(p,1)) - 1;

5 thetaplus = theta + ck*delta;

6 thetaminus = theta - ck*delta;

7 yplus = loss(thetaplus);

8 yminus = loss(thetaminus);

9 g = (yplus - yminus) ./ (2*ck*delta);

10 theta = theta - ak*g;

11 theta = min(theta, thetamin);

12 theta = max(theta, thetamax);

13 end

14 theta

Figure 3: MATLAB code of SPSA algorithm [76]. Initialization and stopping criterion
are not shown.

dataset is used to optimize parameters and the remaining part is used to assess retrieval
performance.

The parameters to be optimized for each query expansion method are listed in Table 4.
The objective function to be maximized is mean average precision (MAP) of a retrieval
run on the dataset (or part of it). Because evaluation of the objective function at a single
point in parameter space is a costly operation, we chose an optimization algorithm that
tries to keep the number of objective function evaluations low: Simultaneous Perturbation
Stochastic Approximation (SPSA) [75, 76]. It has been designed to find a local optimum of
continuous-variable problems with smooth objective functions, even if objective function
measurements include added noise.

Although sufficient conditions for convergence of SPSA cannot be established for our
parameter optimization problem – some parameters take discrete values, and the objective
function is not continuous –, we can use SPSA as a vehicle for heuristic optimization
of parameters: the algorithm performs a “random walk” in parameter space guided by
objective function differences, and we consider the best of visited points as an “optimal”
parameter setting. By choosing manually tuned parameter settings as a starting point,
we ensure that the result of parameter optimization will not be worse than a previously
known “best” parameter configuration. The usefulness of this heuristic application of
SPSA becomes evident after the fact when looking at some statistical results of parameter
optimization during 5-fold cross-validation of 546 retrieval configurations described in
Section 5, as given in Table 5. In 89% of optimization runs, SPSA found better parameter
settings, although only 10% of optimizations obtained the best setting in the last iteration
(no matter whether SPSA converged or not).

The SPSA algorithm is easy to implement and is shown in Figure 3. It is formulated to
minimize a loss function y by finding an optimal value of p-dimensional vector ~θ. Starting
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Table 6: SPSA parameters used in our experiments.

Parameter Value Description
a 1.0 used to compute ak
A 0 used to compute ak
α 1.0 used to compute ak
c 0.1 used to compute ck
γ 0.5 used to compute ck
ε 0.001 equality threshold for stopping criterion
K 3 number of stationary iterations for stopping crite-

rion
n 20 maximal iteration count

with an initial guess ~θ1 and non-negative parameters a, c, A, α, and γ, each iteration
k computes an approximation ~gk of the unknown gradient of y at ~θk. The gradient
computation (17) requires only two evaluations of the loss function at points ~θ+k and ~θ−k
according to Equations (15) and (16). (ck) is a decreasing sequence of positive numbers

and ~∆k is a random perturbation vector whose elements are ±1, sampled independently
from a Bernoulli distribution with probability 1/2. ~θk is then updated to a new value ~θk+1

(supposed to be closer to the minimum) by adding the negative gradient approximation
scaled by a positive number ak that decreases with k (Equation (18)).

~θ+k = ~θk + ck ~∆k (15)

~θ−k = ~θk − ck ~∆k (16)

~gk =
y(~θ+k )− y(~θ−k )

2 ck


∆−1k1

∆−1k2

...

∆−1kp

 (17)

~θk+1 = ~θk − ak ~gk (18)

To apply the SPSA algorithm to parameter optimization for query expansion we nor-
malized every parameter domain to the interval [0, 1] by linear transformation and used
the negative MAP of retrieval runs as loss function. Prior to evaluating the loss function,
the inverse linear transform needs to be applied to normalized parameter values, followed
by rounding for originally integer-valued parameters. Normalized parameter values were
clipped to the [0, 1] range when applying the update step (18). The algorithm terminates

when y(~θ+k ) and y(~θ−k ) differ by less than ε for K successive iterations, or when a maximal
iteration count n is reached. The SPSA parameter values used in our experiments are
shown in Table 6.
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To determine the result ~θmin of optimization we consider all parameter vectors ~θ+k and
~θ−k as well as the initial vector ~θ1 and the final vector ~θn+1 when the algorithm terminates
after n iterations. The most recently computed one of these parameter vectors with
minimal loss value is selected as ~θmin.

~θmin = argmin
1≤k≤n

{
y(~θ1), y(~θ+k ), y(~θ−k ), y(~θn+1)

}
(19)

5 Experiments

5.1 Dataset and Cross-Validation

The information retrieval methods described in Section 3 were evaluated on the MCR
dataset of ImageCLEF 2013 [28]. It consists of 74,654 full-text publications in English
language drawn from the MEDLINE14 database of biomedical literature and freely avail-
able in the PubMed Central15 repository. Publications are provided as XML documents
with separate fields for title, abstract, image captions, and fulltext (see Figure 4). Ad-
ditionally, the dataset includes about 300,000 image files referenced by documents, but
they were ignored in our experiments.

Most of MEDLINE publication records are annotated with MeSH terms, which can be
retrieved using the Entrez search system API16 [25]. We were able to retrieve MeSH terms
for 73,584 documents (98.6%) of the MCR dataset. They have been used as manually
annotated MeSH terms in our experiments.

The ImageCLEF 2013 MCR dataset comes with 35 query topics represented in XML
(see Figure 5). Each topic consists of a few English sentences describing patients’ symp-
toms, and one or more diagnostic images, which were again ignored in our experiments.
Relevance judgments have been produced by medical experts for pooled results submit-
ted by ImageCLEF 2013 participants [28], according to common practice in TREC-type
retrieval evaluation [81]. Relevance judgments were then published17 by the organizers of
ImageCLEF 2013 medical tasks. Table 7 gives some statistical information.

ImageCLEF 2013 participants had access to the 2012 MCR dataset and relevance
judgments. In 2012, the same document collection had been used as in 2013, but there
were only 26 query topics, which were re-used in 2013. That is, the 2013 dataset added
another 9 query topics. However, relevance judgments of the 2012 dataset failed to pro-
vide any relevant documents for 3 topics, so we removed them for our cross-validation
experiments. This corrected set of 23 queries is denoted by 2012corr (Table 7).

In order to assess the robustness of retrieval methods with respect to parameter op-
timization, we divided the 2013 query set into 5 subsets of equal size and used 4 subsets

14http://www.nlm.nih.gov/pubs/factsheets/medline.html
15http://www.ncbi.nlm.nih.gov/pmc/
16https://www.ncbi.nlm.nih.gov/books/NBK21081/
17http://www.imageclef.org/2013/medical. The dataset is available after registration only.
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Figure 4: Sample XML document of ImageCLEF 2013 MCR dataset.

Figure 5: Sample query topic of ImageCLEF 2013 MCR dataset.
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Table 7: Summary statistics of relevance judgments (RJ) for ImageCLEF MCR datasets
used in our experiments. Qk denotes the k-th quartile, Q2 is the median.

Property 2012corr dataset 2013 dataset
number of queries 23 35
number of RJ 12,327 15,028
RJ per query (min/avg/max) 394/536/589 372/429/480
relevant documents per query
(min/Q1/Q2/Q3/max)

2/4/6/17/46 1/3/10/33/101

for parameter optimization and the remaining subset for testing. This procedure was
repeated 4 times such that each subset was used once for testing, and finally the retrieval
metric (MAP) was averaged over the 5 test runs. This evaluation method is known as
5-fold cross-validation [12, 73].

5.2 Evaluated Method Combinations

The proposed query and document expansion methods described in Section 3 are listed
in Table 8, together with their acronyms used to identify method combinations. Every
MeSH query expansion method uses both a MeSH matching algorithm and a synonym
handling method, amounting to 5 ∗ 4 = 20 MeSH query expansion methods. The other
two method groups, pseudo-relevance feedback and document expansion, consist of single
alternative methods, resulting in 8 and 5 methods, respectively. To compute the total
number of possible method combinations, we need to take into account that every method
combination must include either fulltext search or MeSH query expansion (1 + 20 = 21
possibilities), and that a pseudo-relevance feedback or document expansion method may
be used or not (resulting in 8 + 1 = 9 and 5 + 1 = 6 possibilities, respectively). Thus,
the total number of proposed query and document expansion method combinations is
21 ∗ 9 ∗ 6 = 1134.

To evaluate a single method combination by applying the 5-fold cross-validation ap-
proach described in the previous section, we need to optimize parameters on each of five
validation sets and evaluate on five test sets. An optimization run is limited to 20 itera-
tions, each computing mean average precision (MAP) on all queries in the validation set
twice (with different parameter settings). Evaluation on the test set requires computing a
single MAP value. We end up with a maximum of 5 ∗ (20 + 1) = 105 MAP computations
(and the associated retrieval runs) to evaluate a single method combination.

To reduce overall computation time18 and to simplify analysis and presentation of re-
sults, we chose to evaluate only ”interesting” method combinations, not all possible ones.
Preliminary experiments showed that methods employing pseudo-relevance feedback gave

18Evaluating 546 method combinations concurrently on a 24-core machine with 96 GB RAM took
about 36 hours.
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Table 8: Query and document expansion methods proposed in Section 3, divided into
four classes (typeset in italics). The Count column gives the number of different methods
corresponding to each line. The combination rules leading to a total number of 1134
method combinations are explained in the main text.

Acronym Method Count
F fulltext search (no MeSH query expansion) 1
M MeSH query expansion 20
tN MeSH term matching algorithm, 0 ≤ N ≤ 4 5
xN synonym selection method, 0 ≤ N ≤ 3 4
r* pseudo-relevance feedback 8
r unigrams ranked by TF-IDF 1
r2 unigrams and bigrams ranked by TF-IDF 1
rm manually annotated MeSH terms 1
rm2 union of r and rm features 1
raN automatically annotated MeSH terms ranked by

score tN, 1 ≤ N ≤ 4
4

+* document expansion 5
+ manually annotated MeSH terms 1
+N automatically annotated MeSH terms ranked by

score tN, 1 ≤ N ≤ 4
4

clearly better results than other method combinations, so we emphasized feedback meth-
ods when selecting combinations for evaluation. Moreover, we were interested in MeSH
query expansion alone, and in combinations of document expansion with feedback meth-
ods. The selected set of 546 method combinations is presented in Table 9, grouped by the
number of parameters that need to be optimized. There are two method groups with 5
parameters, because they use different parameter sets (cf. Table 4). The acronym raN+N
denotes all method combinations using pseudo-relevance feedback of automatically an-
notated MeSH terms (raN ) and document expansion (+N ) using the same method N
(1 ≤ N ≤ 4) for automatic MeSH term annotation (cf. Table 8). We expect that
these combinations perform better than cross-combinations raN+K with N 6= K, be-
cause MeSH terms chosen for query expansion from pseudo-relevant documents are more
likely to be found in expanded documents if MeSH terms of both expansions have been
generated by the same algorithm.

For purposes of presentation and analysis of results, selected method combinations
have been arranged into eight groups corresponding to combinations of three classes of
techniques: MeSH query expansion (M), pseudo-relevance feedback (r*), and document
expansion (+*). These groups are listed in Table 10.
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Table 9: Combinations of query and document expansion methods selected for evaluation
and grouped by number of parameters to be optimized (cf. Table 4). Acronyms of
methods are given in Table 8.

Combinations Parameters Count
F, F+ 0 2
M, M+ 2 40
Fr, Frm, FraN, Fr+, Frm+, FraN+N 3 12
Frm2, Frm2+* 4 6
Fr2, Fr2+* 5 6
Mr, Mrm, MraN, Mr+, Mrm+, MraN+N 5 240
Mrm2, Mrm2+* 6 120
Mr2, Mr2+* 7 120
Total count 546

Table 10: Query and document expansion methods selected for evaluation and grouped
by combination of techniques (MeSH query expansion, pseudo-relevance feedback, and
document expansion). The 546 individual method combinations are the same as in Ta-
ble 9.

Acronym Group of methods Count
F fulltext search (without query expansion) 1
M MeSH query expansion 20
F+ fulltext search with document expansion

(manual MeSH annotation)
1

M+ MeSH query expansion with document expansion
(manual MeSH annotation)

20

Fr* fulltext search with pseudo-relevance feedback 8
Mr* MeSH query expansion followed by pseudo-relevance feedback 160
Fr*+* fulltext search with pseudo-relevance feedback

and document expansion
Fr+, Frm+, FraN+N, Frm2+*, Fr2+*

16

Mr*+* MeSH query expansion followed by pseudo-relevance feedback
with document expansion
Mr+, Mrm+, MraN+N, Mrm2+*, Mr2+*

320

Total count 546
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Figure 6: Scatter plot of 546 combinations of query and document expansion methods
with optimized parameters obtained by 5-fold cross validation on the ImageCLEF 2013
MCR dataset. Method combinations are grouped according to Table 10.

5.3 Cross-validation Results

We evaluated the selected 546 combinations of query and document expansion methods by
5-fold cross-validation on the ImageCLEF 2013 MCR dataset, as explained in the previous
sections. As retrieval performance metric we used mean average precision (MAP), which
is commonly applied to TREC-style evaluations [7]. Note that the same metric served as
objective function for parameter optimization (cf. Section 4).

Figure 6 presents a scatter plot of obtained results, grouped by the eight classes of
method combinations listed in Table 10. Every data point represents the final MAP
value of one method combination X, i.e. the average over five test runs, where each test
run corresponds to parameter settings optimized independently for X on one of the five
validation sets.

The two best method combinations of each group are listed in Table 11, revealing
the actual algorithms employed. In particular, the overall best method combination was
Mt2x0r2, which used MeSH term matching algorithm BinDist (t2) with direct synonym
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Table 11: Best and second-to-best combinations of query and document expansion meth-
ods depicted in Figure 6. Best MAP values of each column are marked in boldface.

Group Best Method MAP Second Method MAP
F F 0.1689 – –
M Mt0x3 0.1784 Mt2x3 0.1771
F+ F+ 0.1688 – –
M+* Mt2x2+ 0.1802 Mt0x3+ 0.1801
Fr* Fr2 0.2219 Fr 0.2109
Mr* Mt2x0r2 0.2511 Mt1x1r 0.2390
Fr*+* Frm2+ 0.2155 Fr2+ 0.2139
Mr*+* Mt4x1r2+ 0.2393 Mt4x1r2+2 0.2389

handling (x0) for MeSH query expansion, followed by pseudo-relevance feedback with
unigrams and bigrams (r2) to further expand the query. Refer to Table 8 and Section 3
to interpret acronyms of other method combinations.

5.3.1 Comparison of Feedback Methods

As all method combinations exceeding 0.2 MAP employ pseudo-relevance feedback, we
would like to know if some feedback methods are consistently better than others within a
given group of combinations. We focused on the best performing group Mr* and grouped
their methods by employed pseudo-relevance feedback algorithm. The scatter plot (Fig-
ure 7) reveals that point clouds pertaining to different feedback algorithms form clusters
with rather small intra-class variance (with respect to MAP), and some classes clearly per-
form better than others, indicated by large inter-class distances. In particular, feedback
methods ranking unigrams (words) of pseudo-relevant documents by TF-IDF, namely
methods r, r2, and rm2, perform consistently better than other feedback methods. Al-
though the overall best method combination uses unigrams and bigrams for feedback (r2),
this feedback method cannot be claimed to be better than feedback using unigrams only
(r), because the best data point appears to be an outlier in the group of tested r2 method
combinations.

Another interesting conclusion drawn from Figure 7 is that method combinations using
manually annotated MeSH terms for feedback consistently perform worse than feedback
methods ra2, ra3, and ra4, which all use automatically annotated MeSH terms for feed-
back. This may be unexpected to some extent, because manually annotated MeSH terms
are assumed to be more accurately related to document semantics than automatically
annotated ones and hence should provide a more effective data source for query expan-
sion. But in the light of successful feedback methods using words from pseudo-relevant
documents directly (r, r2, and rm2 methods), the relatively better performance of ra2,
ra3, and ra4 methods becomes intelligible, as they basically extract MeSH terms already
present in documents.
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Figure 7: Scatter plot of 160 query expansion methods employing MeSH query expansion
followed by pseudo-relevance feedback, grouped by feedback method. The data points
correspond to the Mr* group of Figure 6. Acronyms of feedback methods are explained
in Table 8.
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Method combinations employing feedback by MeSH terms extracted using distance-
based match frequency (Dist MeSH term matching, see Section 3.2) perform consistently
worse than ra2, ra3, and ra4 methods. This is a strong indication that the concept of
matching runs (used by ra2, ra3, and ra4 methods) is important to apply the proposed
MeSH term matching approach to longer documents. The Dist scoring function may
assign a high score to a MeSH term for a document just because words of the MeSH term
occur sufficiently often in the document, although not all words of the MeSH term are
present or they occur in distant locations in the document.

5.3.2 MeSH Query Expansion Methods

The 20 tested MeSH query expansion methods use different MeSH term matching algo-
rithms (t0 – t4) and synonym handling methods (x0 – x3). The data points of group M
in Figure 6 suggest that the effect of MeSH query expansion methods on retrieval perfor-
mance is small. The comparison of different MeSH term matching and synonym handling
methods is therefore likely to give no clear results, but is pursued here in the interest of
completeness.

Let us look at scatterplots of method combinations M and Mr*, grouped by MeSH
term matching algorithms. Although the plot for group M (Figure 8) suggests that the
BinDist algorithm (t2) performs better than Dist (t1), the difference in terms of MAP
is small enough to be swallowed by the dominating variance of feedback methods in group
Mr* (Figure 9). A similar observation can be made for scatterplots grouped by MeSH
synonym handling methods (Figures 10 and 11).

5.3.3 Document Expansion Methods

When comparing the point clouds of method groups Mr* and Mr*+* in Figure 6, it is
obvious that document expansion (used by Mr*+* methods) did not improve retrieval per-
formance in our experiments. It even deteriorated results substantially for many method
combinations. However, for the sake of comparing the usefulness of our automatic MeSH
annotation algorithms with that of manual MeSH annotations, it may be interesting to
take a closer look at the performance of different tested document expansion methods.

Figure 12 presents all data points corresponding to query expansion methods us-
ing pseudo-relevance feedback combined with document expansion (groups Fr*+* and
Mr*+* of Figure 6), grouped by document expansion method. In contrast to their use
for pseudo-relevance feedback (see Section 5.3.1), but as expected, manually annotated
MeSH terms perform consistently better than automatically annotated ones for document
expansion. However, MeSH terms annotated by the BinDist algorithm (t2) yield a com-
parable performance for many method combinations, including the top-performing ones.
Somewhat disappointing is the fact that the more sophisticated MeSH term matching
algorithms IdfBinDist (t3) and IdfCovDist (t4) did not improve retrieval performance
over BinDist (t2), although they have been designed to give more meaningful MeSH
annotations.
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Figure 8: Scatter plot of MeSH query expansion methods, grouped by MeSH term match-
ing algorithm. The data points correspond to group M of Figure 6. MeSH term matching
algorithms (t0 – t4) are explained in Section 3.2.
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Figure 9: Scatter plot of MeSH query expansion methods combined with pseudo-relevance
feedback, grouped by MeSH term matching algorithm. The data points correspond to
group Mr* of Figure 6. MeSH term matching algorithms (t0 – t4) are explained in
Section 3.2.
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Figure 10: Scatter plot of MeSH query expansion methods, grouped by MeSH synonym
handling method. The data points correspond to group M of Figure 6. MeSH synonym
handling methods (x0 – x3) are explained in Section 3.3.1.
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Figure 11: Scatter plot of MeSH query expansion methods combined with pseudo-
relevance feedback, grouped by MeSH synonym handling method. The data points cor-
respond to group Mr* of Figure 6. MeSH synonym handling methods (x0 – x3) are
explained in Section 3.3.1.
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Figure 12: Scatter plot of query expansion methods using pseudo-relevance feedback
combined with document expansion, grouped by document expansion method. The data
points correspond to groups Fr*+* and Mr*+* of Figure 6. Document expansion methods
(+, +1, +2, +3, +4) are explained in Section 3.4.
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Figure 13: Scatter plot of 546 combinations of query and document expansion methods
with parameters optimized on corrected ImageCLEF 2012 dataset and evaluated on the
ImageCLEF 2013 MCR dataset. Method combinations are grouped according to acronyms
listed in the legend, which are explained in Table 8. The horizontal line at MAP 0.2429
corresponds to the best run submitted to ImageCLEF 2013 [28].

5.4 ImageCLEF Evaluation Results

In order to compare the methods evaluated here to retrieval runs originally submitted
to the ImageCLEF 2013 MCR task [28], we repeated the experiments described in the
previous section using the official ImageCLEF 2013 MCR evaluation technique. The
corrected ImageCLEF 2012 dataset (same document collection as 2013, but only 23 queries
with different relevance judgments, cf. Table 7) was used as validation set for parameter
optimization, because the relevance judgments of the 2013 dataset were not available
to participants before submission. Retrieval performance was then evaluated for each
optimized method combination on the entire 2013 dataset (35 queries, a superset of the
2012 queries). No cross-validation technique was involved. As in the previous section, we
present results for the mean average precision (MAP) metric.

In analogy to the previous section, a scatter plot of all 546 tested method combinations
is shown in Figure 13. The details of the best two method combinations of each method
group are listed in Table 12. The best MCR run submitted to ImageCLEF 2013 achieved
0.2429 MAP using an external corpus of 22 million MEDLINE citations to generate MeSH
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Table 12: Best and second-to-best combinations of query and document expansion meth-
ods, optimized on corrected ImageCLEF 2012 dataset and evaluated on ImageCLEF 2013
MCR dataset. Acronyms of method combinations are explained in Table 8. Best MAP
values of each column are marked in boldface.

Group Best Method MAP Second Method MAP
F F 0.1689 – –
M Mt0x3 0.1774 Mt2x3 0.1774
F+ F+ 0.1688 – –
M+* Mt3x2+ 0.1827 Mt0x1+ 0.1820
Fr* Fra4 0.2122 Fr 0.2121
Mr* Mt3x1rm2 0.2369 Mt2x2ra4 0.2335
Fr*+* Fr2+3 0.2247 Frm2+ 0.2201
Mr*+* Mt4x1r2+2 0.2450 Mt2x1rm2+ 0.2370

terms for query expansion by local feedback [21]. This run is indicated by a horizontal
line in Figure 13. Although all our methods rely on the dataset corpus only, one method
combination (Mt4x1r2+2) achieved an even better result.

When comparing the scatter plots of Figures 6 and 13, they give a very similar picture
of the performance of different method groups. Even the absolute MAP values achieved
by the vast majority of method combinations within a group coincide (e.g. most Mr*
achieve a MAP between 0.16 and 0.24 for both evaluation techniques). Outliers, however,
both in high- and low-performing ranges, differ remarkably in several method groups (Fr*,
Mr*, and Mr*+*). We attribute that to randomness inherent to parameter optimization,
limiting the robustness of affected method groups.

Based on the correspondence between ImageCLEF-type evaluation and that based on
cross-validation, the main findings of Section 5.3 remain valid, and we do not repeat the
analysis here. In particular, query expansion methods employing MeSH query expansion
followed by pseudo-relevance feedback (group Mr*) seem to be the best choice (out of
tested methods), and combining them with document expansion (group Mr*+*) has no
further benefit.

6 Conclusion

This work investigated the benefit of selected known query expansion and document ex-
pansion techniques to textual methods for medical case retrieval (MCR). We proposed
new algorithms to automatically map queries or documents to Medical Subject Head-
ings (MeSH), a thesaurus of biomedical terms, and used these MeSH terms for query
and document expansion. Additionally, query-specific local feedback methods based on
Rocchio’s pseudo-relevance feedback were used to determine expansion terms from top-
retrieved documents. Several variants of these query and document expansion methods
were combined in different ways and evaluated on the ImageCLEF 2013 MCR dataset.
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More precisely, 546 method combinations were evaluated independently by 5-fold cross-
validation to avoid overfitting by parameter optimization. Another set of experiments
applied the official ImageCLEF 2013 MCR evaluation procedure to these method combi-
nations to allow for comparison with retrieval runs submitted to ImageCLEF 2013.

Experimental results show that query expansion methods using MeSH terms derived
from the query (MeSH query expansion) and local feedback can substantially improve
MCR performance over fulltext-only retrieval. The improvement is mainly due to lo-
cal feedback using unigrams (words) and bigrams from pseudo-relevant documents, local
feedback by MeSH terms is less effective. However, combining MeSH query expansion
with local feedback may result in a higher performance gain (in terms of mean average
precision) than combining it with fulltext-only retrieval.

On the other hand, combining MeSH query expansion and/or local feedback with
document expansion does not improve retrieval performance. There is no consistent best
method within the set of proposed MeSH term matching algorithms and MeSH synonym
handling methods used for query and document expansion.

The contributions of this work include (1) the design of novel efficient algorithms
to associate queries or documents with MeSH terms, that do not rely on natural lan-
guage processing or machine learning; and (2) a comprehensive evaluation of query and
document expansion methods based on MeSH terms and pseudo-relevance feedback that
achieve state-of-the-art retrieval performance on the ImageCLEF 2013 MCR dataset.

Although care has been taken to avoid overfitting effects when performing experiments,
the generalization power of results is still limited by the facts that (1) evaluation is based
on a single dataset, and (2) results depend on the effectiveness of parameter optimization.
So further work could improve evaluation by searching for or developing a second dataset,
and by cross-validating parameter optimization using a different (e.g. genetic) algorithm.
The proposed methods for automatic MeSH annotation of documents could be evaluated
separately by comparing them to manual MeSH annotation.

Other promising avenues for future work on textual MCR techniques include utilizing
document structure (title, abstract, image captions), applying more sophisticated query
expansion methods (cf. Section 2.2.2), or using external corpora or text categorization
based on machine learning [73] to expand queries or annotate documents with additional
biomedical terms.
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